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Foreword

This Web Enabled Navy (WEN) Architecture is prepared in response to tasking from the Vice Chief of Naval Operations (VCNO).  In order to ensure the Navy effectively incorporates and exploits the rapid advances in information technology, the VCNO chartered ‘Task Force W’ to develop a vision and strategy to take advantage of web technologies in order to create integrated and transformational information exchange for the Navy.  This document describes at a high level the operational view of the architecture required to web enable the Navy.

Executive Summary

Vice Chief of Naval Operations (VCNO) Task Force W (TFW) has tasked Space and Naval Warfare Systems Command (SPAWAR) to develop a technical and system architecture guidance document in support of the Web Enabled Navy (WEN) initiative. SPAWAR’s deliverable will be used by TFW as they develop an operationally oriented description of the end-state desired for the WEN initiative.

This document is the technical foundation for the Navy’s WEN efforts, addressing web-based services (using Internet Protocols) from the system and technical standards perspective. The document develops the concept of Virtual Interest Group (VIG), which focuses on information development and individual access to meet the needs of users. Required open standards are provided and enterprise solutions are suggested that can be purchased and adapted for installation in the FY01 through FY03 timeframe to implement WEN services. 

This document approaches the WEN concept from a C4ISR architectural framework.  A functional view of the technologies and standards required for the WEN technical architecture are presented.  The goal will allow each user to have a personalized view, via a single portal, of Navy business and operational systems, and promote interoperability between Navy enterprises using the Navy XML Infrastructure (NXI) interface . This architecture will be based on open standards and Commercial Off-the-Shelf (COTS) software.

The WEN framework is presented as a three-tiered architecture describing where the different technologies reside. The three-tiers, presentation/client, application, and data/content are illustrated in  Figure E‑1 and described below: 

1. Presentation/Client. The presentation/client tier focuses on browser based implementations, and other devices such as Personal Digital Assistants (PDA), or cellular phones. The presentation layer of the application should be designed with display and user input device independence in mind. At the presentation/client tier, it is recommended that the Navy select a single browser to minimize test and development costs. At present, the NMCI configuration requires Microsoft’s Internet Explorer (IE).  IE supports the display of HTML, DHTML, and XML, and can access data sources via HTTP/S.

2. Application. The Application Tier consists of both application logic, often referred to as “components,” and the server that supports these components, referred to as application server. “Component Based Design” is the commercial term applied to the process of developing individual, functionally segregated application logic that can be integrated to form higher-level applications. Implementing a Component Based Design process is the underlying strategy for providing an integrated, interoperable WEN. Application servers provide supporting infrastructure for the components. At the application layer, enterprise wide systems are recommended.  Java 2 Enterprise Edition (J2EE) is the preferred distribution object model. J2EE is based upon open standards that promote common interfaces for object use, storage, and run-time interactions. However, minimum standards and message formats are provided that ensure interoperability with networks Navy-wide, joint, or coalition.

3. Data/Content. Web content is typically derived from either static HyperText Markup Language (HTML) files stored on the web server, or from dynamic data, as in a database. Static HTML is easy to create but is difficult to maintain on large web sites because the look and feel of the web site is stored inseparably from the data. Best commercial software development practices dictate that the look and feel (presentation) should be separated from the data (content) thus allowing them to be managed separately. Data can originate from a variety of sources including relational databases, local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, and even other web sites. Information sources may also be information consumers, resulting in bi-directional information flows.  At the data/content layer, application logic may use a range of data source access methods, however, primary relational databases will be accessed with Structured Query Language via Java Database Connectivity (JDBC) or Open Database Connectivity. 

also shows each of the three tiers (and the overall structure of WEN) supported by Information Assurance and Interoperability.  

4. Information Assurance is provided at each of the tiers. At the presentation/client tier, users must authenticate to their workstations and to the portal server.  It is strongly desired that the user will use the Department of Defense (DOD) Public Key Infrastructure (PKI) issued digital certificate stored in the Common Access Card (CAC) to authenticate to the portal server.  At this tier, the web browser and portal server communicate over HyperText Transfer Protocol Secure (HTTPS).  At the application tier, the portal uses HTTPS for user interaction and provides access control, content management, centralized administration, and software application services. At the data/content tier, the portal must authenticate itself to the application to obtain information requested by the user. All transactions between the portal and the application accessing the content are audited for security purposes. 

5. Interoperability is the inter/intra-tier interfaces and is the interface between and within each of the components in the WEN architecture.  Standards and technologies are used to communicate between and within the levels of the three-tier architecture. Interfaces to data, registering services, querying through a common interface, and interfaces to services are all used to communicate between and within each of the three tiers. 
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Figure E‑1: Three Tiers of the Web Enabled Navy
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Section 1 Overview

1.1 Background

On 28 August 2000, VCNO issued a memorandum subject: Software/Applications for NMCI. A key element identified in this memo was “a simple but clear definition of what a web enabled Navy would be.” An Office of the Chief of Naval Operations (OPNAV)-led effort that ensued resulted in significant refinement of the issues associated with this memorandum. In early November 2000, VCNO directed a refocusing of the effort with functional leadership by OPNAV Task Force Whiskey (TFW).  An 8-week timetable was subsequently generated to develop technical and architectural standards for a Web Enabled Navy (WEN).  The charter for TFW was provided by VCNO in a December 2000 memorandum.  TFW completed the efforts on 31 January 2000 and provided the vision for the Operational, Technical and System architectures. 

1.2 Introduction/Architectural Vision

“A Navy in which operational and business processes are conducted worldwide via interconnected and interoperable web-based IT systems.”     

 ADM W. J. FALLON

 19 December 2000 

The recent rapid advances in information technology offer the potential to dramatically streamline the flow of information and decision processes in the Navy.  The application of Internet and web technology processes in the commercial sector have been demonstrated to provide improved data storage, data handling and data access which facilitate the accuracy and timeliness of information exchange and decision making. 

Navy Information Technology (IT) systems are being significantly enhanced with the introduction of IT-21 and Navy Marine Corps Internet (NMCI) infrastructure backbone and network installations.  However, there is currently no overarching concept of operations, policy guidance, or standards in place regarding the merging of existing operational or business processes and databases.  Nor is there a good understanding of architectural options, applications or technical standards to enable the Navy to truly capitalize on the investments.  Additionally, decision making is hampered by a view that information is power: by denying open accesses to information a claimancy or community can maintain a competitive advantage.  This view has led to the implementation of myriad separate, non-interoperable databases and the lack of effective means to exchange the vast amounts of available information.  

Given these changes within the Navy, TFW was chartered to develop a vision and overall plan to take advantage of web technologies to create integrated and transformational information exchange for the Navy.   The goal is to better enhance the Navy’s capability to perform combat/mission support in a fully mobile joint environment for both deployable and non-deployable units. Through Web enabling technologies, Navy personnel will have the ability to tailor the information flow and information access to meet the requirements of the infrastructure or network being used and any organizational constraints.  

TFW followed this vision with the development of an architecture that encompassed the operational, technical and system components for a WEN.  The architecture is defined as the structure of components, their relationships, and the principles and guidelines governing their design and evolution over time
.  The architecture is a “To-Be” architecture and is intended to provide guidance to the organizations, commands, and programs for the migration to a WEN.  Each claimancy will be required to provide or produce an “As-Is” architecture that would be used for technical and cost guidance in transforming to web enablement.  This change is a complex endeavor and the current document is the first step in providing the WEN transformation.  The architecture will be a living document with modifications provided when the “As-Is” architectures are provided. Table 1‑1 provides architecture administrative information.

Table 1‑1 Principal Participants

Name
Navy Business/Operations IT Architecture

Version
2.0

Architect
Task Force Whiskey

Organizations Involved
CINCLANTFLT, MITRE, OPNAV, SPAWAR, TFW

1.3 Purpose

The purpose of the WEN architecture is to provide a tool for transformation of the Navy to a web based business and operations capability.  By using the Navy WEN architecture as a tool, “as-is” architectures can be developed that will facilitate the transformation of the Navy.  Many of these “as-is” systems are complex and interrelated to other systems.  By using the Navy WEN as a tool these systems migrate toward common implementations of hardware and software solutions.  In addition, the architecture encompasses the resources and plans currently being developed for the Network Centric infrastructures and services.  The goal is to better enable Navy personnel to perform their mission by providing enterprise-wide access to knowledge bases and IT tools.

This architecture provides the Vice Chief of Naval Operations the road ahead for a single plan and strategy for Navy web enablement migration to ensure disparate initiatives are realigned.

· The overarching goal of the architecture is to provide the means to assess existing systems for the web infrastructure and technologies that ensure mobile joint seamless business and operational transactions.   This migration to a web based transaction capability provides users access services and data from any Navy location. Central to the architecture philosophy is the ability to aggregate data from disparate enterprise-wide knowledge bases into information specific to the user's needs. 

1.4 Scope

The scope and applicability of this version of the architecture includes business and operational processes. The Navy WEN effort is implicitly part of the DOD Global Information Grid (GIG), NMCI ashore, and the IT-21 afloat initiatives for both tactical and non-tactical users. Navy enterprise-wide services that are useful to Navy will be leveraged, through the use of this architecture as tool, in the design and implementation of WEN. 

NMCI (ashore) and IT-21 (afloat) will provide technologies such as the browser interface, all security elements, the Internet IP transport, collaborative tools, electronic messaging, news feeds, and future database applications.  

1.5 Architecture Framework

DoD has established a coordinated approach for the development of architectures.  This approach, documented in the Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance (C4ISR) Architecture Framework and illustrated in Figure 1‑1, describes four views needed for a wide audience to understand and apply architectures.

· All Views (AV): Provides a summary of the Navy WEN Architecture including definitions and the architectural environment.

· Operational View (OV): Provides a description of the operational elements and information flows required to accomplish or support web enabled business and operations.

· System View (SV): Description, including graphics, of systems and interconnections providing for, or supporting, the operational elements and information flows as described in the OV.

· Technical View (TV): Description of the minimal set of rules and standards governing the arrangement, interaction, and interdependence of system parts or elements.  Their purpose is to ensure that a conformant system implementation will be interoperable with appropriate external environments.  The TV also includes the forecast of technologies.
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Figure 1‑1: C4ISR Framework Linkages Among Architectural Views

The Navy WEN Architecture generally conforms to guidance in the C4ISR Architecture Framework, Version 2.

The C4ISR Architecture Framework, Version 2 consists of a series of architecture products for each of the four views.  These products are listed in Table 1‑2 and will be used as candidates for developing the WEN Architectures.  Through development of these products, an architecture is derived in a top-down fashion.  The results of this development process are described in this document.

Table 1‑2 Candidate Navy WEN Architecture Products Derived From the C4ISR Architecture Framework, Version 2.0

AV 
AV-1
Overview and Summary
Status in Version 1.0

OV
OV-1
High-level Operational Graphic (required)
Complete


OV-2
Operational Connectivity Description (required)
On-going


OV-3
Operational Information Exchange Matrix (required)
On-going

SV
SV-1
System Interface Description (required)
Complete


SV-2
Systems Communications Description
Complete


SV-3
Systems-to-Systems Connectivity
Complete


SV-4
System Functionality Description
Complete


SV-5
Operations-to-System Traceability Matrix
Complete


SV-6
System Information Exchange Matrix
To Be Provided


SV-9
Systems Technology Forecast
Complete

TV
TV-1
Standards Profile
Complete


TV-2
Standards Forecast
Complete


TV-3
Systems to Standards Matrix
To Be Provided

1.6 Document Structure

Section 2 through Section 6 of this document is structured in accordance with the C4ISR Architecture Framework.

Section 2 All View (AV)

Section 3 Operational View (OV)

Section 4 System View (SV)

Section 5 Technical View (TV)

Section 6 Information Assurance (IA) Architecture

Appendices A through G provide additional information and guidance for the program managers transitioning from the “as is” architectures to the “to be” WEN architecture.  Appendix H is a list of Acronyms.

Appendix A: Technical Challenges
Appendix B: Application and Server Scalability
Appendix C: WEN Operational Vignettes
Appendix D: Standards and Openness in the Application Tier
Appendix E: Information Assurance Backgrounder
Appendix F: Common Web Protocols and Standards
Appendix G: Profile Categories and Technology Forecast
Section 2 All Views (AV)

2.1 Introduction

Several leading companies such as IBM, Walmart, Sun, Cisco, Oracle and GE, have seen success in the arena of business process reengineering combined with applying the Internet in a self-service model.  These changes have been feasible through the use of “web technology” enablers.

2.2 Summary

The Navy, through use of this architecture, is leveraging the changes that are revolutionizing the way companies do business in electronic commerce as a result of the “web technology” enablers. Web technologies are providing mechanisms that better link parts suppliers to product developers and product retailers, thus enhancing distribution of the product to the consumer. Web technologies provide the means for companies to make real-time or near real-time updates to product development databases and consumer specific databases. This capability provides corporations the ability to rapidly tailor short/long term strategies and overall business processes to meet changes in the market environment. This revolution is referred to as a Web Enabled Network Centric change.

The Navy as a component of the Department of Defense (DoD) is experiencing this same revolution in electronic commerce operations.  The DoD view of this revolution is expressed in the Global Information Grid (GIG) initiative under development by the Office of the Secretary of Defense (OSD) and Joint Staff.  

The Navy WEN architecture is depicted in Figure 2‑1.  Navy utilizes commercial products in current efforts to introduce web-enabled services to the operational and business processes of the Naval Service.  Navy also develops and supplies products such as radios, network appliques, and applications.  The Shore Establishment of the Navy can use commercial products in many cases; but Forces Afloat (and operational support elements of the Shore Establishment) require capabilities that support high mobility, limited bandwidth, and tight time constraints for service.  Along with many other elements of the DoD, Navy requires capability to operate with multiple layers of security that must be protected with National Security Agency (NSA) Type-1 cryptographic processes.  TFW has therefore developed an operational view of the Web-enabled Navy architecture to allow requirement and resource sponsors, product developers, and the vendor community to have a common view of Navy’s need for a world class web enabled system.  This system is capable of providing timely, accurate, comprehensive, integrated information for all operational and business processes.  This capability must be available to Navy units regardless of location, the network being used, or the task performed. 
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Figure 2‑1 Navy WEN Architecture (AV)

There are several initiatives bringing Network Centric Warfare (NCW) capability to the Navy. These include IT-21, Horizontal Integration (HI), NMCI, and the Defense Messaging System (DMS). These NCW efforts provide organizations the means to consider further efforts to leverage the successes of the commercial world for Web enabling.  The effectiveness of these NCW efforts is limited by the fact that there are independent and disparate efforts to web enable specific systems or organizations. These include, but are not limited to major claimants such as: Naval Sea Systems Command (NAVSEA), Naval Air Systems Command (NAVAIR), Naval Supply Systems Command (NAVSUPP), Bureau of Medicine and Surgery (BUMED). These efforts are progressing individually without an enterprise-wide plan for Navy Web enablement that would take full advantage of the Network Centric developments and would ensure interoperability with the Army, Air Force, Marine Corps, and Coalition Forces.

A significant piece of the WEN will be the consolidation of “like” databases to create an authoritative “Single Source” of data that will be portal compliant. There are technological solutions that allow an authoritative database to be created from existing databases without consolidation. These solutions will be considered for near term implementation of authoritative databases. If these solutions are chosen, then they will be limited in scope and a plan must be provided to migrate to a single consolidated authoritative database. This database would be replicated for redundancy and network protection. Users would access the replicated or mirrored site databases that are closest to them or would be automatically redirected to less congested sites. In addition, the authoritative databases would be updated by authorized personnel in real-time, near real-time, as changes occur allowing databases to subsequently access each other as changes are made. For instance, this would allow just-in-time ordering of equipment for organizations to be provided to the acquisition authority and supplier simultaneously. This would follow the revolution in business commerce being implemented by commercial companies.

This architecture describes a web based work flow system using a single customizable communications portal for operational and business processes that provides the ability to access all information necessary across the Navy enterprise. These capabilities include intelligent information search capability, video teleconferencing, cross-collaborative planning/training efforts, database access (personnel, medical, meteorological, etc.) and specific combat/mission service requirements.

The portal will be user configurable to allow selection of specific databases to be accessed/displayed and to vary periodicity of the information refresh by individual channel. The portal will also be designed to accept channels from joint/coalition sources.  Once configured, a user profile could follow the user across all Navy systems and provide a look and feel consistent with the user’s primary system. All current and planned Navy-wide databases will be available for access through the portal. The portal will provide the ability to view and obtain for download/installation all operational and business support and service applications required. The portal will permit the user to interface Personal Data Assistants (PDAs), cell phones, and pagers to the users databases and/or messaging/e-mail systems. In addition to being user configurable, local administrators will be able to tailor portals to include local information and restrictions (for Information Operations Condition (INFOCON), bandwidth limitations, etc.). Access to equipment via wireless interfaces will be available through the portal by employing emerging industry standards such as Bluetooth. The ability to provide Virtual Private Networks (VPNs) via the portal to allow home to unit, desktop-to-desktop, or Navy-wide (i.e., for .mil domain via NMCI) access will be provided.

The Portal will support document publication through an automatic upload feature where the document is automatically processed and prepared for publication. Access to the documents will be specified and authorized by the publishing person or organization. These publications could be personal, unit, or command specified. Automatic software updates will be provided to the user as the Navy upgrades enterprise applications and operating systems (i.e., word processing users will be notified via pop-up note when a new upgrade is available and are given an option to upgrade now or later).  

In order to fully allow an ease of mobile connectivity, each individual within the Navy enterprise will have a single e-mail account assigned.  This alias account will remain active for the time of service and will follow the user regardless of location, whether assigned temporary duty (TDY) or a Permanent Change of Station (PCS). All incoming e-mail will be redirected to server chosen by the individual. Personal e-mail accounts will always follow the individual, while positional e-mail accounts will follow the incumbent only as long as the position is held. Further, e-mail servers would be consolidated within commands or bases as a means of enabling this capability.

In order to provide voice, video teleconferencing, and other services; WEN will provide common standard directory-based service capabilities.  These capabilities will allow Naval personnel to be contacted in the form most appropriate for their current activities, and the type of information exchange desired by the initiator.  For example, a telephone call will be seamlessly converted into a pager voice mail when the intended recipient is unreachable by conventional telephony; or to an electronic mail when the intended recipient can be reached by that mode.  

In providing the vision and overall plan, this architecture describes the three aspects of information flow for the WEN.

· User interface via a customizable portal,
· Databases that house the information needed by the users, and
· Applications necessary to access the data.

2.3 Architecture Definitions

The WEN vision defines a web enabled Navy as A Navy in which operational and business processes are conducted worldwide via interconnected and interoperable web-based IT systems.  As with most e-business efforts, significant business process improvements can be provided in the implementation.  The Navy transactions today are very application or system-centric.  Constraining the implementation to the current process does not take advantage of opportunities available through the WEN vision.

“Web Enablement” is the implementation of interoperable web technologies across the Naval infrastructure allowing subscribers and publishers (users and providers) of information to pull or push information “services” as required to perform operational or business transactions.  A Navy web transaction is the execution of a web-service.  The web-service can provide the transfer of information (e.g., obtain information from a database), or provides the performance of an operation/function (e.g., overlay air tasking orders and common operational picture), or executes an action (e.g., run C2 applications), or combines any of these items into a single service.  The services provided by web-enablement include voice (wireless and wireline), video teleconferencing, pager services; wireless connectivity to PDAs, “radio net” services for cellular telephony users; and tactical network interface.
The scope of the WEN requirements is to meet the needs for the business and operational consumers of information. Further the WEN provides a mechanism for interoperability with joint/coalition forces and a means of conducting business with external agencies.  The WEN provides for business to business (B2B), business to operational consumer (B2C), and operational consumer to operational consumer (C2C) exchange of information.  Application-to-application (A2A) exchanges within a Navy or non-Navy enterprise may also be able to use the WEN technical architecture, however implementations of WEN A2A solutions should not be developed at the expense of simplified B2B, B2C, C2C solutions.

Web technologies are the specifications/standards, guidelines, software, and tools developed for Internet operations that allow organizations of any size and in any geographical location to meet and conduct transactions with each other.  Specific technologies and their interactions are discussed in the System/Technical Architecture.

This Page Intentionally Left Blank

Section 3 Operational View (OV)

3.1 Introduction

The operational view describes the major tasks and activities, operational elements, and information flows supporting the current WEN architecture.  

3.2 Operational View-1 (OV-1)

Figure 3‑1 provides a high level overview of the web-service centric capability required by the Navy.
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Figure 3‑1: WEN Operational View

All Navy web users, of both operational and business processes, are provided with a single Navy browser based portal through which all required web-services are accessed.   Each transaction occurs through channels that are provided through the portal.  Following a single log-on and user authentication, the portal can be configured with a user selectable set of channels.  Once configured the portal settings are saved locally and replicated as required for access on any Navy-wide system.

3.3 Characteristics of the WEN Architecture

The business process architecture of the Navy web is built on top of a “commercial like” Internet infrastructure, the NMCI.  As such, it inherits many of the properties of the commercial Internet.  It uses specifications and standard protocols to achieve network interoperability.  NMCI is extensible and will evolve to accommodate future technologies such as new mobile devices.

The operations process portion of the WEN architecture is built primarily on top of a bandwidth-limited system, IT-21.  Because of the bandwidth constraints, this portion of the WEN architecture must be able to provide effective use of information transfer by updating existing data only when it changes using smart replication.  As with the business process portion of the web architecture, the operational process portion of the architecture uses commercial specifications and standard protocols to achieve interoperable web-services.  Further this portion of the architecture must be capable of evolving to meet changes in bandwidth requirements.

The Internet is moving toward decentralized registries to avoid web breakdowns and to accommodate scaling and evolution of the Internet.  For the business process side of the Navy this analogy is appropriate and workable.  However, the operational portion of the Navy web architecture, being built on the IT-21 infrastructure requires the registries and databases to be synchronized and the databases consolidated with mission-relevant data that can be accessed anywhere in the operational network.  The operational effect desired is that Forces Afloat can operate WEN services even when they are disconnected from WEN registries.  

For Navy web systems the user is a subscriber of available web-services and the web-service designer is a publisher of services. These web-services reside at the application server level and are often referred to as components.  The subscriber has the ability to select pre-configured channels of information through the portal access or browse for additional web-services (components) that are contained in the component registries and repositories.  In addition, the subscriber can request a new web-service be developed and added to the registries for his/her access.  The designer of web-service components can develop and program a new web-service and place it into the registries and repositories (e.g., web-service to display air tasking orders).  They can also compose a new web-service by aggregating existing components to form a new web-service for the subscriber (e.g., combine air tasking orders with common operational picture).  This aggregation significantly reduces the time required to provide a new web-service.

Figure 3‑2 shows the primary characteristics of Navy web systems from the perspective of a user or web-service subscriber.  The first layer of web-service is related to portal access and channel display.  These web-services include security access and single logon, portal personalization or user specified configuration, a knowledge base search capability to view possible web-services that the user can add as a subscription to existing portal channels, and visualization options for data supplied through portal channels.
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Figure 3‑2: Characteristics of Navy Web Systems
The second set of characteristics for Navy Web Systems are common communication services for the user.  These include web based email, common calendars, mobile device access, discussion groups; work flow tools, and Navy messaging.

The third set of characteristics shown in Figure 3‑2 provides the mechanisms for web enablement.  These include web and application server access, authoritative database access, user storage capability, registry of web-services, and Navy-wide business process integration.

3.4 WEN Architecture Framework

Figure 3‑3 depicts the overarching framework for a Navy-wide web enabled flow of information and decision processes in the Navy. 
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Figure 3‑3: Architectural Framework for Web Enablement
This framework incorporates both business and operational processes within the Navy.  All processes will be considered for incorporation within the web enabled architecture. Quality of service features (QoS) must be built into this architecture to account for time sensitive processes (e.g., time critical strike) that require real time interaction. 

The Web Enabled Navy (WEN) will be a web-service based layer riding on top of existing C4ISR architectures and infrastructures including the NMCI, IT-21, the Defense Information System Network (DISN), and commercial services. Future growth on these infrastructures must take into account the change in Navy operational and business processes via the WEN.

The web enabled framework is designed to ensure mobile, seamless operations for the business and operational process users, and provide support tools for users to access the services and data from any location. Central to the WEN philosophy is the ability to aggregate data from disparate enterprise-wide knowledge bases into information specific to the user's needs. There are several characteristics of the WEN that will ensure this:

a) De-coupling of the databases from specific applications required for accessing the databases. Emerging commercial standards for Web languages will be used to ensure data are “self-describing” and not specific to a database.
b) Consolidation of “like” databases to create an authoritative “Single Source” of data.  These authoritative databases would be updated by authorized personnel in real-time, near real-time, as changes occur allowing databases to subsequently access each other as changes are made.  These authoritative databases could be located either ashore or afloat depending upon operational and business process requirements.
c) Database replication for redundancy, load balancing and network protection.  This is a key component to ensure that afloat users with bandwidth limitations can readily access the data they need.  Existing alongside the Naval Computer Telecommunication Area Master Station (NCTAMS) teleport sites would be data warehouses (which will be referred to as data centers) where replicated or mirrored databases would be maintained.
d) Common user access between afloat and ashore via a single user portal.  A portal is defined as a reconfigurable web based user interface to access information.  These capabilities include intelligent information search capability, video teleconferencing, cross-collaborative planning/training efforts, database access (personnel, medical, meteorological, etc.) and specific business and operational service requirements.
e) Directory based service access.  This characteristic of WEN allows people to interact with each other and with computer driven information services in minimum time with minimum effort.  Computer processes and people will know how to effectively exchange information through use of Quality of Service (QoS) that facilitates effective use of the bandwidth and connectivity available.  
f) To minimize interoperability challenges with joint/coalition applications and databases, Navy databases and portal design will be built in compliance with DII COE and Joint Technical Architecture (JTA) standards to the maximum extent possible. If there are any incompatibilities between ongoing efforts and the DII COE/JTA, these must be resolved.
3.5 Information Exchange

Figure 3‑4 depicts the web enabled information exchange for afloat users and an ashore users of the WEN. 

Both the ashore and afloat users access information via a standard Navy-wide configurable portal. As Figure 3‑4 depicts, this portal can be customized to present the information important to the individual user and formatted to the individual’s specifications.  The portal can be presented on any human-computer interface convenient for the individual user (such as PDA, wireless telephone interface, or pager).  

The ashore user accesses information from the authoritative business process databases via this portal.  Because the databases have been de-coupled from specific applications they can reside anywhere and the ashore user can reach in and access them from any location. 

The afloat user accesses the authoritative operational databases via IT-21.  Because of the bandwidth limitations for afloat units, these operational databases are replicated and stored onboard the ships.  When IT-21 connectivity or bandwidth is not available, the afloat user can access information internally from the replicated databases onboard the ship.
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Figure 3‑4: WEN Information Exchange
Replication of afloat databases must be provided in a smart fashion that optimizes the use of the limited bandwidth.  This is required to prevent network saturation during periods of extended outages (e.g., EMCON) and allow prioritization of the flow of updated information.  This replication must be coordinated between the ashore data center and the afloat operations center.  The afloat unit must have the ability to specify the data to be updated, the data refresh rates, and the time of replication.  Further the smart replication must be capable of re-establishing the update at the point of disconnect if connectivity is lost during replication vice full retransmission.  Smart push/pull technologies using such as Internet Protocol (IP) broadcast (e.g., Information Dissemination Management (IDM) and Global Broadcast System (GBS)) must be matured to replicate databases to bandwidth disadvantaged units.

Figure 3‑5 provides a notional breakout of the type of information that could be configured on the portal discussed in section 3.6.1.
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Figure 3‑5: Notional Portal Configuration Options

3.6 Three Tier View
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Figure 3‑6: Three Tier View of Architecture

Figure 3‑6 presents view of the various tiers of the WEN OV.  The three separate tiers, presentation/client, application, and data/content interact to provide a single common set of web-services to the user.  Information assurance and inter-tier infrastructure span across each of the tiers.

The three-tier view does not present the information services that an individual user will employ.  These information services have been described above, and include voice, work-flow management, electronic mail, pager services, and video teleconferencing.  The three-tier view described in this section addresses how the WEN infrastructure services will enable the seamless information access and exchange described in Sections 4 and 5.  
3.6.1 Presentation/Client View
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Figure 3‑7: Presentation Client View – The Portal
This tier depicts a single communications portal for operational/business processes.  Although the presentation client view is shown as a desktop computer in Figure 3‑7, the presentation client can be any device that it is convenient for the individual user to employ.  This portal provides information necessary to support all Navy business and operational processes.  The portal will be user configurable (see Figure 3‑5) allowing selection of specific components in the Application tier to be accessed/displayed and to vary the periodicity of information refresh by channel.  

The portal contains operational information important to the user such as Global Command and Control System Maritime (GCCS-M) and Theater Battle Management Core System (TBMCS) as well as administrative processes and information.  The user specifies the content options he/she wants on the portal as well as the layout.

These options include:

· Portal layout – Format Editor

· Single login for all web-services and applications accessed via the portal

· Applications available to the user via the portal

· Selection of available web-services the user can subscribe to

· Channel refresh rates and selection of text versus full graphics refresh (e.g., bandwidth limited connectivity)

· Required channels mandated by organizations or commands that override user profiles

· Portal help/tutorial capability and frequently asked questions

· Knowledge management using intelligent search capability

· External device interface (e.g., cell phone, PDA, pager, etc.)

The unique user portal profile is stored locally and replicated Navy-wide as required.  This profile can be recalled by the user to provide a common look and feel from any system the user is authorized to access.

Information assurance for this layer will be user identification and password logging the user onto the server.

3.6.2 Application Tier

The application tier is depicted in Figure 3‑8.  This tier is comprised of the enterprise wide ability to access web-service components through application servers.  The application tier locations are mandated by infrastructure over which the web enabled capability resides.  For afloat units application servers will be located locally and at the teleports.  This allows for faster logon times, local authentication, and use of applications when connectivity is not available.

 Interfaces to these components are fully specified (using XML or ebXML) and the services they provide are depicted in a standard format (such as UML).  This allows the user to quickly access the components to select channels for display on the portal.  The designer of web-service components can also aggregate existing components to form new web-services that can be made available to the user.
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Figure 3‑8: Application Tier

A common set of web-service components will be provided Navy-wide.  These include intelligent information search capability, collaboration tools, common database applications, on-line training, and access to voice, data and video capability.

Heritage applications and systems will require an interface.  This interface can take the form of a separate software application or wrapper that surrounds the application or system and provides the necessary translations between the web enabled infrastructure and the heritage application.  The interface could also be a web enabled application, known as a portlet, that provides a web interface directly to the heritage system.  Portlets provide a browser based interface for application access that is similar to the heritage system.  Portlet development has been pioneered by the Air Force and Army web enabling initiatives and should be included for implementation by the Navy.

Digital certificate and digital signature technology will be used to ensure users have appropriate access to applications, networks, and systems.

3.6.3 Data Tier

Figure 3‑9 depicts the data/content tier. This tier includes the databases, the web-service component registries, and the component libraries or repositories.
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Figure 3‑9: Data/Content Tier

Users will access the registries using a search or browse capability to determine what web-services can be provided as channels through the portal.  Component designers will access the registry for descriptions of the required data tag formats and the required UML description that must be provided for each new web-service or component.  These descriptions are the necessary items that allow the component designer to aggregate existing web-service components into a new service or to develop a new component for submission to the registry and repository.

Data owners will determine when digital certificate technology and secure socket layers (SSL) are required.

The data/content tier requires data to be consolidated into authoritative data centers.  The business process owners of databases will maintain their respective authoritative databases.  These business process databases will be replicated as required for afloat units.  The operational data centers will be maintained at the NCTAMS as depicted in Figure 3‑10 but managed and updated by the respective data owners.  These databases will be replicated among the NCTAMS for redundancy and to afloat units as required for missions.
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Figure 3‑10: Operational Database Consolidation

Operation advantages to the data center concept are:

· Global redundancy of data

· Eliminates duplicative unsynchronized data centers

· Automatic load balancing among replicated sites for ease of access

· Improved security by implementing global standard firewalls configurations for the data centers

· Timely access of relevant authoritative mission critical data

· Ease of coordination with afloat unit operation centers for smart database replication and updates

· Avoids oversaturation by users of single authoritative data sites

In addition, each individual within the Navy will have a single email alias account assigned.  This account will remain active for the time of service and follow the user regardless of location, whether on temporary duty (TDY) assignments or permanent Change of Station (PCS).  The single email account will provide the individual with a single point of access to personal, functional, and organizational e-mail.  As the individual is assigned (or is relieved of) missions and duties, the functional and organization e-mail will flow to the single account of the appropriate individual.

3.7 Business and Operational Connectivity

As a result of the process flow described in this document there are two distinct views of the operational architecture.  These views are for business process flows and operational process flows.  In many respects these business process flows are similar and their implementations can be considered concurrently.  For completeness they are both presented in this section.

3.7.1 Business Process Connectivity 

Figure 3‑11 depicts the Business Process Architecture.  This portion of the Navy “Web Enabled” architecture is configured as a layer on top of the NMCI infrastructure.  The core of this architecture provides web access to each Navy user through the single Portal discussed earlier in this document.  The Portal provides connectivity to the Navy Web via web server access.  Using an HTTP request from the user the web server provides access to user storage areas or directory/security servers. 
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Figure 3‑11: Business Process Architecture

Several key components included in the business process architecture are:

· The users access the WEN architecture via web servers.  A cache server and load balancer ensure connectivity is equalized for all the users.

· The directory service provides web email access and a registry of available web-service components that can be channeled through the portal.  If the user is authenticated for access to the application servers, specific channels can be established for standard web-services to the portal or specific databases.

· User storage areas are provided that allow users to store individual work files and emails for future access.

· Consolidated databases are required as discussed in section 3.6.3.

· Application servers are located throughout the Navy enterprise including afloat units.

· Two standard firewalls are provided in this architecture.  One firewall provides access outside of the Navy Intranet to the Internet and authorized mobile users.  The second firewall provides access for specific authorized users to access the operational data centers.  Access through these firewalls is provided via virtual private networks (VPNs)

· Public access servers and extranet servers are located outside the firewall.

· Wireless gateways are provided external to the Internet firewall to allow access to mobile communication devices such as Pagers, PDAs, and cell phones.

· Secure remote access servers (RAS) are located outside the firewall to provide access for dial in users.

· Voice over IP gateways provide access for the Public Switched Telephone Network (PSTN) and the Defense Switched Network (DSN) via web connectivity is an emerging technology that needs to be considered. 

3.7.2 Operations Process Connectivity

Figure 3‑12 depicts the Operations Process Architecture.  It is similar to the business process architecture and provides user access via web servers to directory/security servers and user storage areas.  Since this architecture is configured as a layer on top of the IT-21 infrastructure an internal firewall for access to the application servers and consolidated databases is not required.
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Figure 3‑12: Operations Process Architecture

The major components of the operations process architecture are:

· The users access the WEN architecture via web servers.  A cache server and load balancer ensure connectivity is equalized for all the users and bandwidth is conserved.

· The directory service provides web email access and a registry of available web-service components that can be channeled through the portal.  If the user is authenticated for access to the application servers, specific channels can be established for standard web-services to the portal or specific databases.

· User storage areas are provided that allow users to store individual work files and emails for future access.

· Consolidated databases are required as discussed in section 3.6.3.  Further, databases will be replicated among afloat units as required for missions.

· Application servers are located throughout the Navy enterprise including afloat units.

· A single standard firewall is provided in this architecture.  This firewall provides access to the NCTAMS from the NMCI via VPNs for authorized users.
· Afloat unit web servers are replicated in the NCTAMS.  These web servers are accessed by users as opposed to directly accessing the mobile unit servers.
Section 4 System View (SV)

This section addresses the system view of WEN architecture.  The goal of the architecture will allow each user to have a personalized view, via a single portal, of Navy business and operational systems, and promote interoperability between Navy enterprises using the Navy XML Infrastructure (NXI). This architecture will be based on open standards and COTS software.

4.1 Three-Tier System View Architecture

A primary advantage of using a three-tier architecture for web development is the separation of the key personnel roles of web content author, web designer and web developer. People can focus on the areas of creating a web application that are most important to them. This is a fundamental transformation that allows web content authors to focus on the content rather than the technology. It simultaneously allows web developers to focus on the technology rather than the content. Another significant advantage of the three-tier architecture is the separation of business rules, and business logic from content and presentation logic. The application tier provides most of an application’s functionality. This tier handles the bulk of application-specific processing and enforces the application’s business rules. Business logic built into custom components called business objects, bridges the client environment and the content tier. Development of business objects encapsulates their complex logic and promotes their reuse across applications. Changes in business rules require changing only the business objects maintaining an unchanging interface to applications that use the objects.

· Presentation/Client Tier - A variety of physical devices can be used as web clients. For the purpose of this document, “presentation/client tier” focuses on browser based and wireless devices such as Personal Digital Assistants (PDA), and cellular phones.

· Application Tier- The Application Tier consists of the applications and associated business logic.

· Data/Content Tier - The data layer allows access into legacy applications and data sources.

· Information Assurance - If the Navy is to have a secure framework for mobile applications, developers must design the basic tenets of security into their system from the beginning. These basic tenets are authentication, availability, integrity, confidentiality and non-repudiation. When the security of a system is inserted after the basic design, the application will ultimately be incomplete and difficult for the warfighter to operate.

· Web Interoperability - Interoperability is defined as the inter/intra tier interfaces and is the set of interfaces between and within each of the components in the WEN architecture. 

The system architecture of the WEN will be discussed using the three-tier application architecture model, as illustrated in Figure 4‑1.  Major components of the WEN SV architecture are Navy Portal, the Navy XML Infrastructure, and the Enterprises in the Navy.
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Figure 4‑1 System View of the WEN Architecture

· Navy Portal: The architecture separates the data driving the portal from the presentation, making it possible to rapidly develop new portal applications and reach new web devices quickly, without having to build a completely new solution. This allows the Navy to meet fast moving business and operational opportunities with an infrastructure designed to flexibly respond to new information demands.

· Navy XML Infrastructure: The biggest win of the Navy XML Infrastructure (NXI) is open information integration. NXI uses metadata to promote interoperability between enterprises. This integration has been difficult to achieve in the past without first redeveloping legacy systems. However, NXI offers an open architecture interface that enables this integration to be achieved more easily-without the enormous efforts of the past.

· Enterprises (E1...En):  Each enterprise within the Navy has its own internal systems and applications.  The WEN Architecture allows for enterprises to develop to a common interface, the NXI, for maximum interoperability within the Navy.  Each enterprise currently spans both the application and data/content tiers.

The remainder of this section will describe the primary components of Figure 4‑1.  These components may span multiple tiers in the three-tier architecture.  When this occurs, the tiers they span will be identified.

4.2 Web clients

A variety of physical devices can be used as web clients. For the purpose of this document, “presentation/client tier” focuses on browser based implementations, and wireless devices such as Personal Digital Assistants (PDA), and cellular phones. The presentation layer of the application should be designed with display and user input device independence in mind. 

Web applications are client/server applications typically with a web browser acting as the client (but not limited to browsers).  Software developed for web applications can be classified as either client-side or server-side.  Client-side programs reside within web pages, making them interactive and dynamic. The browser (acting as the client) opens a Hypertext Markup Language (HTML) document that may contain static text, load applets, or run scripts written in scripting languages like JavaScript.

Client-executed applets and scripts that are delivered from the server are referred to as “Mobile Code.” The HTML page may also include calls for client-initiated programs that reside on the web server. 

Key technologies for the presentation layer are HTML, Dynamic HTML (DHTML), Extensible Markup Language (XML), Wireless Markup Language (WML), client side scripting languages, and client side executable content such as Java applets and ActiveX components. Server side components that generate content for presentation on the client will primarily be discussed in the application tier.

The technologies discussed in this section are directly impacted by Assistant Secretary of the Defense for Command, Control, Communications and Intelligence Memo dated November 7, 2000, subject: Policy Guidance for use of Mobile Code Technologies in DOD Information Systems. Please refer to that document for further explanation and guidance on DOD policy regarding Mobile Code Technologies.

Thin client technology (e.g., Window NT Terminal Server, RemoteX) will be used as a transitional presentation layer tool in the WEN architecture.

4.2.1 Browser-based Technologies

The browser for use in the WEN must conform to open standards such as HTML/DHTML and XML.  The browser should only accept Mobile Code that is considered trusted (e.g., only accept mobile code that was signed by the DOD PKI CA).  It will be the responsibility for NMCI to provide the browser-based technologies.

4.2.1.1 HTML/DHTML

HTML and DHTML allow developers to create applications with functional web-based interfaces for data entry or reporting without using custom controls or applets. DHTML is based on the W3C-standard Document Object Model (DOM), where all web-page elements are regarded as programmable objects. Use of DHTML and scripting languages are important for providing a satisfying, interactive user experience; in addition, use of DHTML means that the client does not have to repeatedly return to the web server for changes in display, resulting in increased network performance.  This is a crucial concern for the afloat users. 

Regardless of whether you’re using HTML or DHTML it is most commonly generated on the fly by the application tier. This allows the application to integrate dynamic data along with dynamically generated mobile code into the designated look and feel of the web site. As previously indicated, the server side components that dynamically generate HTML will be discussed in the application tier.

4.2.1.2 XML

XML is rapidly overtaking HTML and DHTML as a method of describing logically formatted presentation data on the back-end, and industry appears to be moving towards using it as a method of presenting data to the client application for rendering as well. In addition, XML is becoming the strategic instrument for defining corporate data across a number of application domains, and provides an opportunity to reuse this data outside of the application and data sources from which it was derived. 

Part of creating a markup language includes defining the elements, attributes, and rules for their use. For the XML language, this information is currently stored inside of a Document Type Definition (DTD). DTDs can be included within XML documents or may be separate from and referenced by them.  In the future, a new standard being developed by the W3C, XML schemas, will supplant DTDs.  XML schemas provide all of the structuring capabilities of DTDs, plus the ability to specify data types for tags and to lay constraints such as uniqueness or validity ranges on their acceptable values.  Additionally, XML schemas are themselves written in XML, so that a single base parser can serve to ingest and validate both schemas and instance documents.

4.2.1.3 Mobile Code 

Mobile code is code that traverses a network during its lifetime and executes at the destination machine. In its most powerful guise, the same piece of mobile code is able to run on multiple platforms (both Unix boxes and Win32 machines, for example). This powerful idea opens up many new possibilities. Code need not be compiled to tens of platforms and distributed only after determining the target platform. Instead, mobile code is written once and then runs wherever it ends up. There are many well-known systems for creating and using mobile code, including Java, ECMAScript (JavaScript), VBscript, ActiveX, Postscript, and Word macros. 

Mobile code is defined by ASD Command, Control, Communications and Intelligence (C3I) Policy Guidance as “…software obtained from remote systems outside the enclave boundary, transferred across a network, and then downloaded and executed on a local system without explicit installation or execution by the recipient.”

· Following the category assignments provided by the referenced memo, Category 1 mobile code technologies (defined as ActiveX
, Windows Scripting Host, Unix Shell Scripts, and DOS Batch Scripts) may be used within a trusted enclave or digitally signed as outlined in the Web Enabled Navy. These technologies are acceptable if not used as mobile code.

Category 2 technologies (defined as Java applets, Visual Basic, LotusScript, PerfectScript, and Postscript) are viable for use within constraints. Category 3 technologies (defined as JavaScript, VBscript, Portable Document Format and Shockwave/Flash) are viable within constraints.

Not all mobile code languages and approaches to delivery are equally friendly to interoperability.  As might be expected, the more dangerous technologies are also the ones that are more platform specific.  All Category 1 technologies mentioned above require the client platform to be of a particular type.  Many of the Category 2 technologies require either the server, the client, or both to be a particular class of platform.  Category 3 technologies tend to be less restrictive.

Standalon applications that access web-enabled services include Java, C/C++/C#, Visual Basic, and applications in any other language. These applications (COTS or otherwise) may invoke web-tier services via HTTP or other protocols (Common Object Request Broker Architecture (CORBA) or Remote Method Invocation (RMI), for example). They may include helper applications that publish information back to the web servers (e.g., “Export to HTML” functions), or applications that consume web documents for analysis or transformation of HTML and XML. While J2EE is the recommended application tier solution (see below), the use of COM+ components in a standalone client or server application (e.g., not as mobile code) is acceptable. Any standalone application that is part of a workflow should be able to publish to and consume information from the web services to support automation of workflow processes.

4.2.2 Wireless Browsers and PDAs

Wireless browsers include cell phone-based browsers (via the Wireless Application Protocol [WAP], for example) and PDA-based web-clipping applications (e.g., AvantGo). Laptops and fully functional palmtops running Windows 98 and similar full-fledged operating systems, over wireless networks, follow the same standards as for desktop computers and software.

Wireless applications on cell phones include WML and Hand-Held Device Markup Language (HDML) browser-based standards, as well as the emerging Java 2 Micro Edition (J2ME) client software

Palm OS, Windows Compact Edition (Win CE), Psion EPOC, and similar devices should access web-services via a web-clipping application. We recommend targeting the AvantGo application and following their standard practices for palm-friendly HTML-based web sites. 

4.3 Navy Portal

[image: image26.emf]To facilitate a high level of interoperability, the Navy will use web-based applications that facilitate a Navy-wide access point to all business and operational transactions through a user portal, see Figure 4‑2.

Figure 4‑2: Navy Portal Architecture

The portal interface will be personalized and customizable by the end-user, and by organizational commands. The Navy will establish a single, easily reconfigured portal that can access enterprise-wide services. A set of standards will be established for the Navy portal that will cover areas such as quality assurance, quality of service, data standardization, metadata management, interoperability, and enterprise-level information resource management. 

4.3.1 Presentation Logic 

The term “presentation logic” is commonly used to describe the construction of presentation content from the application tier business rule components. In a J2EE-based system, to foster reuse, rapid integration, and dynamic plug-and-play interoperability, the presentation-logic components should communicate with the business-logic components through J2EE protocols (CORBA, RMI, and/or Java Messaging Service [JMS]) when possible.  Additionally, presentation logic in standalone clients (e.g., Java and C++ applications on the desktop) and Java Applets embedded in web pages should also use EJB interfaces to communicate with the application-tier.

The alternatives to J2EE interfaces include Microsoft’s DCOM and the XML-based Simple Object Access Protocol (SOAP).  SOAP is an emerging technology being standardized under the W3C that defines a set of conventions for using XML streams to make remote object calls and receive the results that remains unaltered regardless of whether transport is over HTTP, SMTP, or any other lower-level protocol.  SOAP implementations will focus on HTTP for synchronous communications for the foreseeable future, because HTTP servers are widely deployed and can be easily adapted to handle SOAP traffic.  The SOAP specification provides hooks in the HTTP header that might be used by firewalls (often already configured to handle HTTP specially) to authenticate and pass requests and responses.  The Microsoft .NET platform will likely utilize SOAP in certain instances in place of DCOM as a protocol for distributed COM object communications, but SOAP is expected to be used in many non-Microsoft contexts as well. As SOAP matures in the standardization process, it will be considered for inclusion in these recommendations.

4.3.1.1 Portal Channels

Portal channels provide configurable access, via the portal, to the underlying business and operational applications.  Each application or service provides a portal compatible interface, typically HTML or XML, to the portal.  For legacy applications the channel receives information from a “portlet”. The portlet is a Navy developed software module that translates the native application interface to the portal user, using the standards based NXI.

4.3.1.2 Portlets

A portal provides a context for web applications to display information to users. At the simplest level, the portal provides a hypertext link to the application and does not interact directly with the web application. This is equivalent to using the portal as a place to store bookmarks for each user. A better approach is to develop objects, known as portlets, in the portal to interact with the web application directly. This method provides a consistent user interface regardless of the underlying application.

4.3.2 Portal Application

There are many different COTS portal products available from many vendors. Current generation portal products do not provide uniform support for Internet Engineering Task Force (IETF) and World Wide Web Consortium (W3C) standards. If the Navy elects to procure an existing Commercial Off-the-Shelf (COTS) portal application upon which to construct the Navy portal, developers will need to consider the idiosyncrasies of the particular product.  We recommend that the selected portal application be J2EE compliant. The most common portal characteristics such as the profile manager and a syndication manager are discussed below.

4.3.2.1 Profile Manager

The profile manager maintains the portal configuration for each user and their organization.  The profile manager provides local organizational storage of user portal profile when logging onto parent command system.  It also provides replicated storage of user configured portal profiles accessible anywhere on the WEN.  

4.3.2.2 Content Syndication Manager

News is an important part of the Navy portal.  People expect to stay informed about their own organization, national or world interests, and happenings at any other organizations that they may be affiliated with.  The content syndication manager provides the ability to aggregate news articles from a variety of sources and present them to people in an easy to read format. The standards in this area are still emerging.  At this time, we recommend the use of (RDF|Rich) Site Summary (RSS).  RSS is a simple and popular metadata format for online news content, inspired by the W3C's Resource Description Framework (RDF).

4.4 The Navy XML Infrastructure 

The NXI offers an open architecture interface that enables integration between different Navy organizations to be achieved more easily-without the enormous efforts of the past.  The NXI lies between the Portal and the Enterprises, and is distributed between the Application and Data/Content tiers.  At a minimum, the NXI consists of a set of registries, which advertise the availability of information and services, and a set of repositories, which contain metadata about available information and services that aids clients in using them.  Together these facilities allow a client application to search for and obtain the precise data that it needs, with flexibility such that the providers of the data and the format they provide it in can change, within limits, over time without needing to update any client code.  (Instead, the entries within the registry and repository are updated – a much simpler operation.)

[image: image17.emf]
Figure 4‑3 Navy XML Infrastructure Architecture

The functioning of the NXI is as follows.  When an application requires data that isn’t available locally and it doesn’t know where to find it, it first queries the local registry to discover whether that data is available, and, if so, where.  The local registry may contain information enabling it to respond to the query, but if not it passes the query on to regional or global registries.  If the search is successful, the registry returns to the client application a description of where the data can be found (a URL to a database front-end, for example), along with a pointer to a repository containing a description of that data as provided by the given source.  This description contains general information, such as what kind of interface is provided by the data source (connection method, type of SQL, etc.), along with a characterization of the structure of the data (for instance, the table structure – database schema, if it is a database).  With this information, the client application can construct a query to the data source for the information it needs.

An additional step could be taken with the NXI, which would involve also carrying out data transmissions – not just descriptions of data – in XML.  This would allow a wider scope for variation in the interfaces provided by data sources without clients needing to worry about them.  For example, a set of numbers may come from a relational database, a flat file, or a web page, but the client, seeing only XML with the same format in each case, would not care.  However, XML-based data transmission, while being adopted within certain commercial segments, brings with it a certain amount of overhead that may not be desirable in all cases, and in any event is not yet fully supported by commercial databases and systems frameworks.  Below we shall primarily focus on a version of the NXI including only data advertisement and description components, and not a transmission component.  A future version of this document will include more on transmission.

The terms registry, repository, and directory are currently used in different senses within different contexts in industry, even to the extent of different vendors of the same general type of integration solution using the terms in different ways to describe their systems.  Our uses of the terms will be clarified in the course of the discussion below, but for reference, here are the conventions we adopt.  We use the term registry to indicate a collection of relatively lightweight information elements such as names and addresses, or web bookmarks and descriptions, that is used mainly as a set of pointers to more substantial information or services that are available.  We use the term repository to indicate a collection of moderate-weight information elements that serve to describe content in a formalized way.  An example would be a set of function calls together with their parameter types, but not the implementations themselves.  We use the term directory to refer to one of the various services such as LDAP enabled directories that consist of a back-end database and a front-end protocol through which clients can obtain either “registry-type” or “repository-type” information, depending on what is actually stored.

Below, we characterize each of the fundamental components of the NXI in greater detail.

4.4.1 Registries

The job of a registry within the NXI is to store tuples or database records linking either classes of data or individual data fields with data sources or services supplying them and with repository elements describing them.  In general, it is the responsibility of the data source provider to enter their information in the registry in the required format.  There are a couple of naming related issues here.  First, a set of standard names for data fields (e.g., “blood type”) and data classes (e.g., “medical”) must be agreed upon and used by both data sources and client applications.  Second, it must be ensured that different organizations within the Navy don’t use the same names to refer to different things.  Both of these issues are addressed by the Virtual Interest Groups (VIG) discussion in section 4.4.5.

Generally, a single “registry” resides on a single server providing service to a limited set of application clients.  All registry servers will implement the same basic interface.  Data sources and services would be required to register only with a single such registry server, but their information should subsequently be made available to all registry servers.  There are two plausible models for registry provision ensuring that any application client in the Navy can obtain access information for any data source of service: a federated model and a mirroring-based model.  In the federated case, a single registry server contains information on only a subset of the entire WEN’s data sources and services, but it knows how to communicate with other servers to obtain information on the remaining subset.  In the mirroring case, every registry contains information on the full array of WEN data sources and services, and these are kept synchronized using replication models.  Which of these alternatives is most practical depends on the total amount of information the registries will contain.

4.4.1.1 Distributed Registries

The creation of the WEN registry architecture presents a standard way for enterprises within the Navy to query other enterprises, and enable those registered enterprises to interoperate and share information globally in a distributed manner.

The WEN registry allows Navy enterprises to describe the business and operational services located in their respective VIGs.  The Navy registry will need to support a distributed model enabling Navy enterprises to share information, to connect remote users and web services, and to support multiple vendor standards. The role for the registry solution needs to go beyond traditional directories, but needs to define standards for how enterprises will share information, what information they need to make public, what information they choose to keep private, and how to describe their services and their enterprises.

The solution is the creation of a service registry architecture that presents a standard way for enterprises to build a registry, query other enterprises, and enable those registered enterprises to interoperate and share information globally in a distributed manner.  The relationship between the registry and the directory could functionally exist where the registry catalogs information from both the internal repositories and the directories.  In Figure 4‑4 the directory filters what gets cataloged to the registry.  Users then have the ability to utilize content managed from internal and external sources.

The creation of the distributed service registry architecture will require an XML interface supporting a secured delta changes record replication model.  
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Figure 4‑4 Distributed WEN Architecture and Interaction Between VIGs

4.4.2 Repositories 

Registries inform client applications as to where data can be found; repositories describe how the data is formatted and accessed, information that we will refer to as metadata.  Every registry entry points to both an access point and a repository containing the corresponding metadata, or descriptive information.

At a minimum, the metadata must specify the access protocol (e.g., TCP/IP over port 4543 to an Oracle database, or HTTPS over port 443 to a web server).  To be useful, however, it should also specify the list of data fields available through this service – using the same namespace-qualified terminology as the registries – and their relational structure.  For example, the repository metadata for a relational database would specify which groups of fields co-occur in the same tables.  The metadata for a web server would specify which information occurs together on single pages or served data responses.  Put another way, data definitions are documented using a schema (syntax) and terminology conventions (semantics).  Together these components comprise a data model, and will allow a client application with a certain amount of embedded logic to obtain required information from a data source even if its structure (database schema, for example) changes from that which it was originally developed for.  This type of flexibility is absolutely crucial for providing cohesiveness across the WEN.

4.4.3 XML as the Representation Format

So far little mention has been made of XML, despite the use of the term “Navy XML Infrastructure”.  This is because the information registration and description framework describe above does not fundamentally involve XML.  In fact, any representation formats could be used.  However, XML offers a number of desirable qualities.

· It provides a medium for describing structured data that is easily parsed by widely available parsers easily integrated into any application.

· It provides perfect facilities for expressing namespace-qualified terms, as needed by the VIG-based terminology standardization approach described in section 4.4.5.

· It provides facilities (through the “XML Schema” standard) for expressing data types (integer, time, recurring date, string, etc.), which can provide for richer metadata in the repositories.

For these reasons, XML (probably XML schemas, in fact) is the logical choice for the metadata entries in repositories.  However, there are some caveats.

XML is promoted as a universal data format, but, XML is really only a language for creating language; an XML document has no meaning without the context in which it is to be interpreted.  XML is important because it is a fairly flexible but structured representation that has universal appeal.  In addition, because XML has become a universal standard, many support tools and APIs have emerged to simplify the creation of XML-enabled software.

Part of creating a markup language includes defining the elements, attributes, and rules for their use. For the XML language, this information is currently stored inside of a Document Type Definition (DTD). DTDs can be included within XML documents or may be separate from and referenced by them.  In the future, a new standard being developed by the W3C, XML schemas, will supplant DTDs.  XML schemas provide all of the structuring capabilities of DTDs, plus the ability to specify data types for tags and to lay constraints such as uniqueness or validity ranges on their acceptable values.  Additionally, XML schemas are themselves written in XML, so that a single base parser can serve to ingest and validate both schemas and instance documents.

What is missing from XML is a set of conventions for specifying schemas describing rich objects such as databases or information services.  Although the XML schema standard specifies a uniform way to describe a data type such as a ‘float’ or a ‘date’, there is no standard for how to describe a database table, or an access protocol.  Although there are attempts within industry in this direction (see, e.g., http://www.oasis-open.org, http://www.biztalk.org), there is no consensus.  For the purposes of WEN, it will be necessary to settle on useful conventions.  As standards mature within industry, the WEN can shift towards this, adding a translation mechanism where necessary to transition legacy systems.

A final point regarding XML is that databases are currently evolving to support the use of XML as a response transmittal format.  If these XML responses can be tied in with descriptive schemas in directory services, then enterprise-wide data ingestion and integration become substantially simpler problems.  A relatively lightweight parser and/or API could be used universally by application components both to discover and query data from any source.  As mentioned above, this subject will be covered in more detail in a future version of the document.

4.4.4 Directory Implementations

The general functionality of storing off a collection of reference information, allowing it to be updated, and providing it through standard protocols is the province of what are known as directory services within industry, and several important standards have been developed for them.  Although such directories are conventionally thought of merely as storehouses for things like “phone book”-type information, their capabilities also make them very well suited for fulfilling the functions of registry and repository as we have outlined them above.  The chief difference from a conventional “yellow pages” or “white pages” service is simply that instead of storing name-and-phone-number pairs, sets of tuples/records linking data tags with URLs to data sources and repositories (registries) or data source names to protocol and data type and structure descriptions (repositories) are used instead.  This reuse-of-infrastructure move is already being made within industry and would sharply minimize costs-of-development for the WEN, since all major enterprise frameworks include the capability to interact with the major directory service protocols.

For maximal flexibility and interoperability, an access protocol standard such as LDAP (with LDAPS secure extensions) should be used for the interface, together with a set of conventions for data source description that leverages XML and XML schema.  LDAP has been around for several years, is powerful, and is supported by all enterprise frameworks, including Microsoft DNA/.NET (via an Active Directory provider interface) and J2EE (via JNDI). Other clients can utilize a JNDI-based service to translate information from any directory server to the protocol they prefer.)

In the future standards for registering metadata descriptions of data sources and services in the JNDI-accessible directories will likely be developed to support a common way of advertising and locating services.  For now, the best that can be done is to develop a uniform approach within the WEN, and in the future migrate to a standard or provide a translation layer for it.  As mentioned above, XML will likely play a central role in this standard, but that still leaves a lot unspecified.

4.4.4.1 Single Sign-on

Prior to PKI enablement, the directory service will require functionality to support a secure, "universal" single sign-on solution as an initial solution.  This capability will support a repository for all of your authentication credentials and passwords. Once you authenticate to the directory, it automatically collects and encrypts all of your WEN passwords the first time you use them. When you next attempt to use a WEN resource, it will try to verify that you are authenticated to the directory. If the directory responds that you are authenticated, the portal requests your WEN resource password.  The directory retrieves your encrypted password and sends it to your portal, where it is decrypted and used to give you access to the desired WEN resource.  This function is critical for the mobile user to be able to dynamically connect to any entry point with the WEN and access portal resources.  Application owners may choose to require the user to authenticate each time and not allow the single authentication for their specific access.  An example of mapping a user’s DOD PKI certificate to a user identity is in section 6.10. As a future effort the sign on implications of multi-level security schemas must be addressed. 

4.4.5 Virtual Interest Groups

The concept of Virtual Interest Groups (VIG) is fundamental to WEN. VIGs allow users to organize and customize their portals to support individual, organizational, and mission roles.  VIG will facilitate effective working relationships among individuals in the Navy, with the goal of increasing overall productivity. VIG members can be permanent or temporary members; the minimum length of membership is a single transaction

Ensuring that the data being generated by each VIG will interact gracefully with the data generated by the other groups requires that each VIG conform to a set of specifications. This is not to indicate that each VIG use specific tools to create and manipulate data, but each VIG needs to determine what data will be advertised for consumption by external parties and define a standard method for external parties to access that data. The current commercial direction for providing a higher level of integration above a specific VIG is through the use of a metadata language.

In addition to providing a standard method of accessing data, the VIG needs to have a method of advertising both the data that is available, and specifying the method of accessing the data. This allows users of the wider group to “find” the data that the VIG desires to make available.

Each specific VIG develops a repository of meta-data that identifies data of interest within the group. The various VIGs then interact to develop “translators” that can the reconcile meta-data between the groups.

4.4.5.1 Relationship of VIGs to NXI

VIGs, as semantically defined organizations concerned with a common set of information types (e.g., meteorological, medical, munitions), play an important role in determining the structure of the NXI.  In particular, VIGs are ideally suited for standardizing the terminology used to refer to and describe a certain class of data, and standard terminology is what is required for the registry system to work.  Each VIG convenes a working group charged with determining an initial set of terms that adequately cover the data they wish to describe.  Whenever new forms of data become relevant, the same group must add terms to this set, ensuring that all terms remain unique.

The “global term” that a client application should use in requesting a data type, consists of a prefix specifying a working group, together with a term that has been standardized by that working group.  Thus, an application may request data sources with “aircraft:altitude” or “geodata:altitude” without any fear of confusion.

There may be a certain amount of term duplication across organizations.  For example, both personnel and medical records will keep track of a person’s name.  There are two approaches that can be taken to deal with these cases: consolidation and translation.  The consolidation approach defines a global set of terms (perhaps to be prefixed by “global:”), which are to be used by every VIG for the same type of data.  This approach may only work for a small set of terms in an organization as large and diverse as the Navy.  The translation approach defines mappings of equivalent terms between different VIGs.  Registries store the mappings and apply them when necessary to respond to queries.  Thus, a client application may then ask for a database column using the tag known within its own VIG. However, the registry can pass on the query to another VIG using a translated version of the tag, allowing these other databases to be accessed.  Such a multi-tiered system avoids the restriction that a single, global set of acceptable tags (and their mandated interpretations) would cause, and is consistent with current commercial practices.

Figure 4‑4 represents a typical VIG metadata repository containing universal descriptions, discovery and integration of a distributed registry of enterprises and their data source and service descriptions.  The figure shows the interaction between VIGs.

4.5 Enterprise

An enterprise provides information and software components that can be placed in repositories that other applications can locate using registries.  See Figure 4‑5.

The Application Tier consists of both application logic, often referred to as “components,” and the server that supports these components, referred to as an “Application Server.” “Component Based Design” is the commercial term applied to the process of developing individual, functionally segregated application logic that can be integrated to form higher level applications. 

Implementing a component based design process is the underlying strategy for providing an integrated, interoperable WEN.

Application servers provide supporting infrastructure for the components. While a wide variety of products advertise themselves as being “application servers,” the two dominant “standards” are Sun Microsystem’s Java 2 Enterprise Edition (J2EE) and Microsoft’s  “DNA” (Distributed internet Applications) framework.  Microsoft’s “.NET” architecture is due to be released sometime in 2001, and will add to DNA a set of language-neutral libraries and development tools.  Both standards offer commercially acceptable solutions to implement web applications and services. 

Both J2EE and DNA/.NET provide an “object model” that defines how components should be constructed and a set of roughly equivalent “services” that can be accessed by the components. These services include security, transaction, database connection pooling, naming, component instantiations, etc. 

Component-based development solves many of the problems associated with monolithic applications. Component models decompose both functional and presentation portions of software into many smaller and less complicated modular pieces. Well-designed components can be developed and tested concurrently and also have far greater potential for reuse and evolution. Most current industry practices and development languages support component-based technology. The design of components in large information system is important for development, deployment, and life-cycle considerations.
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Figure 4‑5 Typical Enterprise Architecture

4.5.1 Application Servers

The Application Tier consists of the web server, application server, applications, and business objects.  The Application Tier ties the information from the Data/Content Tier to the Presentation/Client Tier.  All information sent to the Presentation/Client Tier will be passed using the HTTPS protocol.

4.5.1.1 Applications

There are three key technologies that have been considered for web enabled services in the application-tier. These technologies are described briefly below. 

· CORBA. The Common Object Request Broker Architecture (CORBA) for distributed object communications is a standard, currently in its third major revision, developed by an industry consortium over the past several years. It has successfully been used in the application tier to provide distributed, language-independent, object-based access to the data tier. CORBA, however, has suffered from the lack of a component model and its points of loose specification have encouraged vendor-interoperability problems. To address these deficiencies, the Object Management Group (OMG), CORBA’s governing body, defined a number of “common services” such as directory lookup, persistence, and transactions in CORBA v2. As the EJB standard was developed partly based on these definitions, the OMG adjusted its component model to allow compatibility with EJB, so that in CORBA v3, the model is essentially the same as EJB.

· J2EE. Java 2 Enterprise Edition (J2EE) is a set of protocol and Java interface standards for distributed server and client-server component organization and interaction. It was developed to be tied closely to and interoperate with a number of pre-existing open standards. For example, the transaction protocol is based on the industry standard XA interface, and the object messaging protocol (RMI) is based on the Inter-ORB Communications Protocol (IIOP) developed for CORBA. Additionally, the emphasis in the interface specifications is always on accomodating multiple standards. The directory service component, for instance, provides both an API, for application clients, and an “SPI” (Service Provider Interface) to tie in other directory services such as LDAP or Microsoft Active Directory. J2EE provides a server-side component model for capturing business logic (EJB), naming and directory services (JNDI), transaction interfaces (JTS), messaging interfaces (JMS), and thin-client presentation logic (Java Server Pages (JSP)). Since each of these specifications is open, many vendors provide EJB containers and an EJB can be deployed in any of these products without modifications. J2EE-compliant Application Servers are EJB containers. Application Servers provide scalability services such as transactions, load balancing, and persistence for the EJBs.

· COM+. Common Object Model Plus (COM+) is Microsoft’s component model. COM+ is both a GUI and server-side model incorporating distributed capabilities (DCOM) and, used with the other pieces of the Microsoft Distributed interNet Architecture (DNA) architecture, achieves the same goals as J2EE.  For example, Microsoft Transaction Server (MTS) is Microsoft’s application server in which COM+ server-side components are managed). In the future, this platform will be transitioned to Microsoft’s .NET framework, which incorporates a CORBA-like architecture in which components written in different languages, including the Java-like C#, can seamlessly interoperate with one another. In fact, the language integration will run deeper than in CORBA, extending to the development level (e.g., object inheritance) as well as the deployment level. The downside is it is a Microsoft-centric solution and is not based on open standards.

An important purpose of the application tier is to abstract away the details of accessing the systems and databases from the data tier. In an n-tier architecture, it is helpful to think of legacy systems in the data tier providing a remote interface. These are rarely standardized and the range of implementations is broad. Thus to integrate a legacy system, a ‘wrapper’ around its interface must be constructed to abstract away the idiosyncrasies of the systems interface.  This issue is discussed further under the section on interoperability, below.

4.5.1.1.1 Delegation

Application tier components may also delegate functionality to other application tier components on the same system, or distributed to external systems. We recommend the use of additional layers of J2EE, including CORBA or RMI (for synchronous transactions), or JMS (for asynchronous transactions), and in addition, we recommend Java Transaction Services (JTS) compliant implementations of these lower-tier components in order to support complete data integrity across the tiers. (As mentioned earlier, JTS is based upon XA and other pre-existing industry standards, maximizing future interoperability while easing integration with legacy systems.)

4.5.1.2 Business Objects

Business object components in the J2EE architecture adhere to an object model are known as “Enterprise Java Beans”; in the Microsoft DNA/.NET model, the fundamental components are COM objects that know how to use services of the Microsoft Transaction Server (MTS).  Adhering to a specification provides a basic level of assured integration at load time. This allows the engineering leadership to focus upon ensuring smooth interoperation of different logic components, and brokering transactions between application tier logic components and the other tiers. Application servers using EJB or MTS support both transactions and distributed transactions.

The use of transactions is required when deploying and managing high-performing, scalable, and robust enterprise, Internet, and intranet server applications. The basic transaction properties of atomicity, consistency, isolation, and durability are referred to as Atomicity, Consistency, Isolation and Durability (ACID). Atomicity ensures that all the updates completed under a specific transaction are committed and made durable, or that they get aborted and rolled back to their previous state. Consistency means that a transaction is a correct transformation of the system state, preserving the state invariants. Isolation protects concurrent transactions from seeing each other’s partial and uncommitted results, which might create inconsistencies in the application state. Resource managers use transaction-based synchronization protocols to isolate the uncommitted work of active transactions. Durability means that committed updates to managed resources, such as a database record, survive failures, including communication failures, process failures, and server system failures. Transactional logging allows you to recover the durable state after disk media failures.

A distributed transaction is a transaction that updates data on two or more networked computer systems. Distributed transactions extend the benefits of transactions to applications that must update distributed data. Implementing robust distributed applications is difficult because these applications are subject to multiple failures, including failure of the client, the server, and the network connection between the client and server. In the absence of distributed transactions, the application program itself must detect and recover from these failures.

For distributed transactions, each computer has a local transaction manager. When a transaction does work at multiple computers, the transaction managers track incoming and outgoing transactions. Each transaction manager performs all the enlistment, prepare, commit, and abort calls for local resource managers (those that reside on that particular computer). When committing a transaction that is distributed among several computers, the transaction manager sends prepare, commit, and abort messages to all its outgoing transaction managers. When a transaction manager is in-doubt about a distributed transaction, the transaction manager queries the incoming transaction manager. The root transaction manager is never in-doubt. If an in-doubt transaction persists for too long, the system operator can force the transaction to commit or abort.

4.5.2 Enterprise Data/Content

The Data/Content Tier consists of data regardless of the type or location and the systems that process the data at the lowest level. The data tier will include commercial standard data sources as well as unique legacy solutions for various data sets. At present, the primary technology in the data tier is the Relational Database Management System (RDBMS), however, we expect that Object Oriented Database Management Systems (OODBMSs) will begin to appear in the mid term. During initial web enablement the data tier will be primarily composed of unique/one off systems.

All well-known relational databases today provide a way to access them through a JDBC interface (via SQL constructs). Application tier components developed using J2EE, as previously recommended, can access JDBC-based data sources in a common, standard fashion. These databases are evolving to support storage of XML documents. Until a standard for XML storage and retrieval emerges, we recommend translating key tags from the XML documents into columns in a relational database table to simplify queries.

In order to effectively support a legacy database in an n-tier environment, an API abstraction layer should be developed. This will likely include the creation of a network-service wrapper around the legacy APIs, if one is not already provided. We recommend wrapping these APIs in a Java-based distributed object wrapper using RMI or CORBA for interoperability with other key J2EE-based components.

Unstructured documents like Microsoft (MS) Office, HTML, JPEGs, Imagery, DTED, maps, etc. must be wrapped within an XML document with tags representing metadata describing such things as the originator, modification history, subject, etc. Different VIGs must define standards for the XML tags. For the imagery, National Imagery Transmission Format (NITF)VIG, NITF is an excellent example of annotating imagery with structure. This structure, however, should be represented in XML in the future. This structure is imposed in the data tier and can be provided within XML streams for application tier components to consume.

Interfaces to local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, and other web sites should use the commonly available interface methods for these systems.  Custom interface development for these types of systems is strongly discouraged.

4.5.2.1 Static Content

Web content is typically derived from either static HTML files stored on the web server, or from dynamic data, as in a database. Static HTML is easy to develop but is difficult to maintain on large web sites because the look and feel of the web site is stored inseparably from the data. Best commercial software development practices dictate that the look and feel (presentation) should be separated from the data (content) and thus allowing them to be managed separately. Data can originate from a variety of sources including relational databases, local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, and even other web sites. This allows the application to seamlessly integrate disparate data into the overall look and feel as users interact with web clients. These information providers may also be information consumers, creating bi-directional connections.

4.5.2.2 Dynamic Content Generation

For the purposes of simple web page generation (i.e., excluding web pages that embed Applets), the presentation logic happens in the web server.  Some server side components are used for dynamically generating HTML/DHTML, which is then passed over HTTP or HTTPS to the browser to be rendered. For content that is intended for rendering within the portal environment, it is expected that some of these components will be either provided or delineated by the portal vendor. From a security perspective, executing logic on the server is preferable.

There are a number of technologies for serving dynamic content.  In fact, any server-side language or program can be hooked into a web server through CGI to generate content, but, while this approach dominated in the early days of the dynamic web (particularly relying on PERL scripts), it results in code that can be difficult to maintain or port to other platforms, and that doesn’t always scale well.  The trend is increasingly towards using more integrated facilities in which a scripting language specialized towards the needs of generating dynamic content is essentially embedded within the server itself.

Active Server Pages (ASP) is a Microsoft server-side scripting technology in which scripts (usually ECMAscript or Vbscript) are embedded into HTML to intermix static and dynamic content for clients.  Database connectivity is integrated into the facility so that database queries can be used to generate web page content.  The client can run any browser, but serving ASP does require either a Microsoft server or purchase of a proprietary implementation (e.g., http://www.chilisoft.com) on one of a few other platforms.  Any ODBC-accessible SQL database can be utilized.

PHP is an open-source, cross-platform alternative to ASP that has been rapidly gaining industry support.  PHP offers good performance (including direct support for many different web servers), a clean, well-organized language, and no less of an ability to access Microsoft-hosted databases than ASP.

Cold Fusion is a closed-source, commercially produced framework that additionally works on multiple server platforms.  Its functionality is broadly similar to the other alternatives.

Java Server Pages (JSP) is a Java-based alternative that integrates an XML-based scripting language with the ability to activate server-side Java code (“servlets”) directly within a Java Virtual Machine maintained by the server.  Because Java can be called directly, flexibility is greater than most other content-scripting languages, but without necessarily a hit in performance.  Server integration exists for several of the main platforms that Java runs on.
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Figure 4‑6 Overall Technical Architecture

4.6 Interoperability

In this section we discuss the various standards and technologies relevant to communication interfaces between components, whether in the same tier or different tiers.  Since these interfaces are where interoperability is made or broken, the choices here are particularly relevant to providing flexible, extensible web-enablement for the Navy.

The WEN interfaces consist of:

· Portal

· NXI

· Enterprise Application to Data

· Legacy Systems

4.6.1 Portal Interfaces

4.6.1.1 Portal to Client Interface

As discussed above, the portal will primarily be providing HTML or a thin-client variant to clients, together with, possibly, mobile code.  Best commercial practice is that the portal queries the client application (generally a browser of some sort) as to its capabilities, and selects the type of output it provides accordingly.  There are standard conventions governing the ways browsers can be queried for this type of information, and in what form they provide the response, which all portal vendors write to.

4.6.1.2 Portal to Application Layer Interface

Portal environments are generally designed to integrate with back-end components through a variety of means, including scripting languages such as VBScript or JSP as well as standard Common Gateway Interface (CGI) calls.  In particular, most major portals are able to communicate with back-end (application) components operating within either the J2EE or Microsoft DNA/.NET frameworks.  Thus, there is some degree of independence with which portal products and back-end enterprise components can be chosen and developed.  This being said, it will be easier, in terms of developer tools and facilities, to develop portal interfaces (“portlets”) for a Microsoft back end when using the Microsoft SharePoint portal, and easier to develop portlets for a J2EE back end when using one of the Java-centric portals such as BEA WebLogic Personalization Server or IBM WebSphere Portal Server.

4.6.2 NXI Interfaces

4.6.2.1 NXI Inter- and Intra- Tier Interface

As outlined above in Section 6.4, there are currently no consensus standards applying to registries and repositories of the sort we outlined, but there are standards applying to the directory services we proposed to implement them (LDAP, LDAPS).  Thus, COTS administrative clients to these services could be used as tools for updating them, and the standard directory access methods provided within J2EE (JNDI) and Microsoft DNA (Active Directory) could be utilized by application clients.

There is a need for two forms of synchronization: registries must synchronize with each other (whether the entire WEN registry is replicated at each server or not), and each local registry should synchronize with the repositories associated with its entries to ensure that its links are accurate.  That is, if a registry says that “aircraft:weaponry” is located at URL X with metadata Y at repository Z, it would be beneficial to periodically verify that metadata Y exists at repository Z and does indeed contain “aircraft:weaponry” as one of its fields or data classes.  (It would be desirable also to verify that the database or service in question does respond at URL X, but this is a substantially more difficult problem for which no standard approaches exist.)  This can likely be accomplished using standard LDAP synchronization protocols, but more investigation is needed into the particular ways that the various commercial server products leverage these protocols.

4.6.2.2 Enterprise Application to NXI Interface

In the general usage scenario, an application component accesses data through an abstraction layer (e.g., the EJB “entity bean” in J2EE) that implements transactional supervision and also hides certain details of “business logic” from it.  For example, a single query may require joining of results from multiple databases, but this is done within the abstraction layer and the client only sees a query and a response.  These facilities would be leveraged within the WEN architecture to carry out an initial interaction with the NXI to locate and synchronize with data sources.  By “synchronize” is meant ‘use the proper access protocol specified within the repository-provided metadata’, and ‘alter queries as needed to match with the structure specified for the data source’.  This might require, for example, converting a term from the local VIG to the corresponding term in the VIG of the data source (the translation equivalence would be obtained from the registry).

The end result is that the implementer of the application component can ignore, within reason, details of database location, format, and structure, and the actual data sources servicing the application may vary over time or deployment locale.  In order for this to work, there needs to be some amount of logic embedded in the abstraction layer, however this logic depends primarily on the scheme used for setting up and interacting with the NXI registries and repositories and only in limited ways on the particular application components or data sources being accessed.  Thus, development work even here, at the point where all enterprise frameworks require the most detailed developer effort, would be relatively streamlined across the WEN.

4.6.3 Enterprise Application to Data Interface

Once interaction with the NXI has been carried out, the communications with the data source are done using the protocol acceptable to that source.  If the source is an SQL database, then, as long as an ODBC or JDBC driver is available for it, then the facilities within J2EE or Microsoft DNA can be used to “hide” its nature from the accessing application component.  For nonstandard databases, specialized “connectors” or wrappers will generally be required, as discussed below under legacy systems.

For non-database services (any network-based interactive software facility such as a web server or other system operating some defined protocol), particular application components will need to be developed to access them and present their information to other clients within the application tier.  Some simplification will be achieved if XML is used as a common format for presenting this information (see below), but it is likely that requiring the data sources themselves to generate XML would be too stringent. 

4.6.3.1 Interfaces to Databases

If the data source is a Relational Database Management System (RDBMS), then commercial interface standards such as Open Database Connectivity (ODBC) and Java Database Connectivity (JDBC), along with the SQL language (and its derivatives) itself, provide common ways to interact with diverse database systems. They work by interposing a “wrapper” service between the consumers and the RDBMS. To an RDBMS, such a wrapper appears as an ordinary client using its specific proprietary interface, whereas to the actual (external) consumers, the wrapper presents a common interface independently of which type of database is actually on the other end. This, with some restrictions, allows any consumer to interoperate with any database.  For example, any EJB component can access any JDBC-wrappable database through its container. A non-EJB component could load a JDBC or ODBC library and access through some other intermediate wrapper service.  Most modern RDMSs come with ODBC and/or JDBC interfaces (actually, “drivers” that hook into a client or a connection manager service).

If the data source’s interface is something more specific, and in many cases it will be, then it is up to a custom-designed or vendor-provided application tier wrapper component to capture that specificity and abstract it away. Such a component is reusable, making the work of abstracting the data source only done once. In order to abstract the presentation tier components from the data-tier specific implementations, we recommend development of EJB components that wrap and broker the interactions between the business rules and the non-standard database APIs.

4.6.3.2 Interfaces to Other Data Sources

Unstructured documents like Microsoft (MS) Office, HTML, JPEGs, imagery, DTED, maps, etc. must be wrapped within an XML document with tags representing metadata describing such things as the originator, modification history, subject, etc.  Different VIGs will define standards for such XML tags.  This structure will be imposed by application-tier wrappers (ultimately it may be imposed in the data tier) and can be provided within XML streams for other application tier components to consume.

Interfaces to local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, and other web sites should use the commonly available interface methods for these systems.  Custom interface development for these types of systems is strongly discouraged.

4.6.4 Interfaces Involving Legacy Systems

While this document’s recommendations are made on the premise that the WEN should not be technically restricted or held back for the sake of accommodating legacy systems, it is in fact the case that integration of legacy software may in many cases be simpler than may be expected.  This owes to the highly modular nature of the proposed architecture.

4.6.4.1 Application Interfaces to Legacy Data Sources

This is likely to be the most common legacy integration scenario – data source systems almost always have a longer life than their consumer applications.  For integration purposes, it is desirable to “hide” the legacy nature of a data source as early as possible in the chain of interactions leading away from it.  This minimizes the amount of accommodation that must be made for the legacy source.

In terms of integration complexity, there are two main classes of legacy data sources: relational databases and everything else.  For a relational database the integration solution is easy: since most application components in the WEN will hopefully access databases via a standard JDBC or ODBC interface, the problem reduces to obtaining a JDBC or ODBC driver for the database in question.  Many database vendors provide these.  For those that don’t, the task of writing a driver is at least well defined.

For other types of data sources, the possible solutions are varied.  If the data source accepts some form of SQL as query language, it is possible that a JDBC or ODBC driver can be written for it.  Otherwise, some kind of wrapper component within the application layer of the enterprise system should be written that at least allows for the standard services of transactionability and persistence provided for by enterprise application frameworks and required for smooth functioning of portal-based applications.  The complexity of this task will likely vary widely according to the nature of the situation.

4.6.4.2 Legacy Systems and the NXI

In general, it will be desirable to provide entries in the NXI registries and repositories for legacy data sources.  This will allow the new generation of NXI-aware application components to take advantage of them – as long as they provide or are wrapped by standard interfaces like ODBC or JDBC.  If a wrapper component has to be written at the application layer level, it is less likely that the registry can be of use, but it may still serve a useful reference function, perhaps referring an application to the nearest instantiation of a legacy data source within the local area.

4.6.4.3 Legacy Application Interfaces to New Data Sources

In general, it is more likely that data sources will remain unchanged while applications evolve to the new web-based format.  However there may be cases where a legacy application needs to access a data source that has been developed or updated for the WEN.  Such integration will need to be performed on a case-by-case basis.  In many cases, where the application already relies on an ODBC or JDBC-based connection to the database, integration would reduce to a simple swapping of drivers.  In cases where the application does not use such a standard access API but relies on specific characteristics of the data source on the other end, it may be necessary to write a custom wrapper for the new incarnation of the data source.

4.6.4.4 Portal Interfaces to Legacy Applications

It is not expected that many existing applications will be suited for presentation through a portal as it stands.  However, in certain cases, conversion of an existing application that is already web-based to be used in the portal may make sense.  This would consist of two tasks: massaging the presentation component to fit within the portal’s deployment environment, and updating the data access portion of the application to take advantage of the registries and repositories if desired.  The latter step is not necessary, but would likely lead to an increased life for the application, which would be able to continue to access the data it requires automatically even the location, access protocol or format of the data changed.  Furthermore, for applications that already access data through an abstraction layer as in the EJB framework, such changes need only be made once for any number of client applications using a data source.

4.7 Key Technologies

The Navy should ensure their web enabled products meet the DOD Joint Technical Architecture (JTA) and Defense Information Infrastructure (DII) Common Operating Environment (COE) requirements.

The key technology recommendations for each tier of the WEN framework are summarized in Table 4‑1.

Table 4‑1: Key Technologies

Framework
Key Technologies/Standards

Presentation Tier


· Browser Base Technologies
· HTML, HTTPS

· Standalone client applications leveraging Web enabled services
· HTTPS, XML, LDAP

· Wireless browsers and PDAs
· WAP, AvantGo, WML, HDML

Application Tier


· Web Server
· HTTPS, SSL

· Application Server
· J2EE, DNA, .NET (future?)

· Business Objects
· EJB/JTS, COM+/MTS

Data/Content Tier


· HTML Web Documents
· HTML, XML (future?)

· Database
· Preferably ODBC and/or JDBC-accessible SQL DBMS’s, but also other relational databases, local file stores, legacy systems, e-mail systems, GroupWare systems, directories, search engines, other web services, intelligent agents, other web sites.

Information Assurance


 
· PKI/CAC, SSL

Interoperability


· Enterprise
· NXI

· Application
· CORBA/IIOP, RMI/IIOP, DCOM, SOAP, LDAP

· Data/Content
· JDBC, ODBC, SQL

4.8 Information Assurance

NMCI ashore and IT-21 afloat have committed to using the already established DOD Public Key Infrastructure (PKI) and Common Access Card (CAC).  NMCI will be responsible for providing these security services: Secure Sockets Layer (SSL) protocol will be used to satisfy confidentiality and integrity of all data in transmission; and the combination of PKI and CAC satisfy the authorization/access control, authentication, and non-repudiation security criteria.

NMCI will provide all CAC cards and readers to support the DOD PKI.  The next chapter will discuss security objectives and policy conformance for the WEN.

Section 5 Technical View (TV)

5.1 Introduction

This section provides the technical architecture profile (TV-1), the standards and technology forecast (TV-2), and the matrix template for information processing standards (TV-3) for the WEN architecture.  It is closely linked with the DoD Electronic business/Electronic Commerce (EB/EC) Architecture Version 3.0
 and has used most of the standards in the EB/EC technical view architecture.  The technical architecture is also closely related to an emerging set of standards for electronic business extensible markup language (ebXML)
.  This emerging set of standards is a joint is an international effort established by the United Nations Centre for Trade Facilitation and Electronic Business (UN/CEFACT)
 and the Organization for the Advancement of Structured Information Standards (OASIS)
.  

The technical view provides a profile of standards from the Joint Technical Architecture (JTA) and standards emerging from industry that are essential to conducting transaction based operations.  The standards specified in this section provide the data formats and instruction processing specifications required to represent and manipulate data to meet WEN related IT mission needs.  These standards are drawn from widely accepted commercial standards that meet DoD requirements.  Where necessary for interoperability, profiles of commercial standards are used.  Military standards are specified only when suitable commercial standards are not available.  The technical standards profile categories addressed in this section, along with a technology forecast are listed below:

· Information processing standards and forecast: The information processing standards identify what is relevant to processing information for a WEN application operating on a computer system.  This includes standards in the areas of relational database management, electronic data interchange (EDI), document interchange, graphics data interchange, and payment/credit.  These standards are summarized in Appendix G: Profile Categories and Technology Forecast, Table 6‑1, with additional data given in Table 6‑4.

· Information transfer standards and forecast: The information transfer standards identify what is relevant to transferring the information between WEN applications on different computer systems.  This includes standards in the areas of Email, directory, Domain Name System (DNS), file transfer, www, Transport Control Protocol (TCP), User Datagram Protocol (UDP), Internet Protocol (IP), and Facsimile (FAX).  These standards are summarized in Appendix G: Profile Categories and Technology Forecast, Table 6‑2, with additional data given in Table 6‑4.
· Information system security standards and forecast: The information system security standards identify what is relevant to providing security for the information exchanged between WEN systems.  This category is divided into information processing security and information transfer security. It includes standards for security protocols and security algorithms, and is summarized inAppendix G: Profile Categories and Technology Forecast, Table 6‑3, with additional data given in Table 6‑4.

These categories are depicted in Figure 5‑1.  The figure shows two WEN systems that are exchanging information.  These systems could host any application associated with business or operational transactions described in Section 2.  The arrow labeled “information processing standards” shows the types of exchanges that occur directly between the applications on the two systems, and the exchanges are protected by the “information processing security” standards.  The arrow labeled “information transfer standards” shows the methods for data transfer between the two systems, and the exchanges are likewise protected by the “information transfer security” standards.  The shaded portions of the figure are those that are within the scope of this TV.  Specifically, physical and data link levels of the protocol stack (items 1-2) are considered out of scope.
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Figure 5‑1: WEN Architecture Technical View Summary

5.2 Information Processing Technical Profile

5.2.1  seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT Data Management

Relational database management: The requirements for Structured Query Language (SQL) for access to Relational Database Management Systems (RDBMS) are specified in JTA Section 2.2.2.2.1.3. International Standards Organization (ISO) Item Entry Code (IEC) 9075: 1992 (identical in technical content to American National Standards Institute (ANSI) X3.135: 1992) defines the syntactic and semantic rules for database definition and data manipulation in a relational model database management system.

SQL is needed to enable trusted applications to update contents or manage database systems, and to enable applications to obtain information from database systems.

· ISO/IEC 9075: 1992 Information Technology - Database Language – SQL.

· As modified by Federal Information Processing Standard (FIPS) Publication (PUB) 127-2: June 1993, Database Language for Relational DBMSs.  (Entry Level SQL).

SQL/Call Level Interface (CLI) addendum to the SQL standard provides a standard interface between client application and database server.  The following APIs are recommended for interface between client applications and database servers.

· Open Data-Base Connectivity (ODBC) version 2.0: ODBC is a standard or open application programming interface (API) for accessing a database. By using ODBC statements in a program, you can access files in a number of different databases, including Access, dBase, Database 2 (DB2), Excel, and Text.  In addition to the ODBC software, a separate module or driver is needed for each database to be accessed. The main proponent and supplier of ODBC programming support is Microsoft (MS).
· Java Database Connectivity (JDBC): JDBC is an application program interface (API) specification for connecting programs written in Java to the data in popular databases. The application program interface lets you encode access request statements in SQL that are then passed to the program that manages the database. It returns the results through a similar interface. JDBC is very similar to MS's ODBC and, with a small "bridge" program, can be used by the JDBC interface to access databases through Microsoft's ODBC interface.

5.2.2 Data Interchange

5.2.2.1 Electronic Data Interchange

The requirements for EDI are specified in the JTA Section CS.2.2.4. (http://www‑jta.itsi.disa.mil).  EDI is the computer-to-computer exchange of business information using a public standard.  EDI is a central part of EB/EC, ebXML, and is used to automate the business-to-business exchange of information electronically.  WEN in addition to providing services to the operational and business users must also provide the business-to-business exchange.  These standards provide for the paperless exchange of business information using EDI, e-mail, computer bulletin boards, FAX, electronic funds transfer (EFT), and other similar technologies.

· FIPS PUB 161-2, EDI, May 1996.

· FIPS PUB documents are available from Uniform Resource Locator (URL) http://www.itl.nist.gov/fipspubs/

FIPS 161-2 provides guidance to Federal agencies in the selection of EDI standards and adopts the following standards from voluntary industry standards development organizations:

· ANSI Accredited Standards Committee (ASC) X12 Electronic Data Interchange.

· ASC X12 Release 4010, December 1997, latest full release, which should be used for compliance with Year 2000 (Y2K) requirements.

· Information for purchasing a copy of X12 standards is at URL http://www.disa.org/apps/products.

· ANSI Health Level Seven (HL7).

· Version 2.3 is the most recent edition.  Information is available at URL http://www.hl7.org.

· Version 2.3 official standard can be ordered at URL www.h17.org 

· Version 2.3 final ballot draft is at URL http://www.mcis.duke.edu/standards/HL7/pubs/ballot.html.

· United Nations/EDI for Administration, Commerce and Transport (UN/EDIFACT).

· ISO 9735, UN/EDIFACT Application Level Syntax Rules, Version 3.

· ISO Directory D.98A of UN/EDIFACT messages, April 1998.

· ISO 7372, UN Trade Data Elements Directory.

· The above standards are available at UN Trade Data Interchange Directory (UNTDID) at URL http://www.unece.org/trade/untdid
FIPS PUB 161-2 established the Federal EDI Standards Management Coordinating Committee (FESMCC) to harmonize development of EDI transaction sets and message standards among Federal agencies, and the setting of Government-wide implementation conventions (IC) for EDI applications used by Federal agencies.  FESMCC supports the goal of a single face for the Federal Government to its trading partners in the use of EDI by establishing Functional Working Groups (FWG) in the following subject areas: procurement, finance, logistics, and health care.  The FWGs recommend ICs to FESMCC after incorporating business requirements of the Federal Government and its trading partners.

The DoD EDI Standards Management Committee (EDISMC) was established for the purpose of coordinating EDI standardization activities within DoD.  The EDISMC supports the development, adoption, publication, and configuration management of DoD EDI ICs.  It develops ICs and provides DoD technical positions as required.  In addition, it guides and coordinates efforts of other groups that develop standards relevant to DoD EDI.  The EDISMC manages the efforts of several functional working groups (procurement, logistics, finance, transportation, communications command and control, security, and health care).  EDISMC approved ICs are submitted to the FESMCC for approval as Federal ICs.

5.2.2.2 Document Interchange

The requirements for Standard Generalized Markup Language (SGML) are specified in the JTA Section 2.2.2.2.1.4.1.  SGML is used in document formatting, such as an Interactive Electronic Technical Manual (IETM).  IETM can consist of a variety of media including text, graphics, sound, and video.  IETM can be read in a non-linear fashion using a hypertext (i.e., linked text) or hypermedia (i.e., linked multimedia) approach, where a particular topic thread is followed through the document.

· ISO 8879: 1986, (Standard Generalized Markup Language) SGML with Amendment 1, 1998.
The requirements for Hypertext Markup Language (HTML) are specified in the JTA Section 2.2.2.2.1.4.1.  HTML is used for formatting documents displayed in the www using internet technology for the exchange of information.

· World Wide Web Consortium (W3C) REC-html40-19980424, (Hypertext Markup Language) HTML 4.0 Specification, revised April 1998.
· It may be obtained at: URL http://www.w3.org/TR/1998/REC-html40-19980424
· W3C REC-xml-19980210, Extensible Markup Language, 10 February 1998.

JTA 3.0 identifies file formats for the interchange of common document types such as text documents, spreadsheets, and presentation graphics.  These are shown in Figure 5‑1.  Individual vendors control some of these formats, but products from multiple companies support all of these formats. In support of the standards mandated in this section, the following table identifies conventions for file name extensions for documents of various types. If an organization has a requirement for a given document type, the following file formats are mandated, but not the specific products mentioned:

· All applications acquired or developed for the production of documents shall be capable of generating at least one of the formats listed in the following table for the appropriate document type.

· The organization shall, at a minimum, be capable of reading and printing all of the formats listed below for the appropriate document type.

· Notes: Compound documents contain embedded graphics, tables, and formatted text. OLE linking complicates document interchange. IRV is International Reference Version. Some special fonts, formatting, or features supported in the native file format may not convert accurately.
Table 5‑1: Common Document Interchange Formats

[image: image22.png]Table 2.2-1: Common Document Interchange Formats
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Database GBASE 4.0 Format bt Vendor
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Compression Zip fle Format p Vendor
Computer AutoCad 14 Format axt Vendor

Automated Design





Later versions of the standard/vendor formats shall meet the recommended file name extensions.

5.2.2.3 Graphics Data Interchange

The requirements for ISO Computer Graphics Metafile (CGM), ISO Joint Photographic Expert Group (JPEG) JPEG File Interchange Format (JFIF), and Graphics Interchange Format (GIF) are specified in the JTA Section 2.2.2.2.1.4.2.  These graphics data standards are used in the electronic rendition of documents and graphics for electronic storage and retrieval of documents and for EC exchanges.

· ANSI/ISO/IEC 8632.1-4:1992 (R1997); ISO 8632:1992 with Amendment 1:1994 and Amendment 2:1995.

· As profiled by FIPS PUB 128-2: April 1996, Computer Graphics Metafile (CGM)- Interchange format for vector graphics data.

· (JPEG File Interchange Format) JFIF, Version 1.02, C-Cube Microsystems for raster graphics data encoded using the ISO/IEC 10918-1:1994, JPEG) algorithm.

· (Graphics Interchange Format) GIF, Version 89a, July 1990, CompuServe Incorporated.

5.2.2.4 Payment/Credit Standards

The WEN architecture couples with the acquisition/procurement community.  Methods for making payments or obtaining credit for a transaction on the Internet are essential.  The EFT is used between financial institutions; vendors that are registered in the CCR can receive payment from the Government via EFT.  The Internal Revenue Service (IRS) also prefers to pay income tax refunds via EFT.

Credit cards are commonly available from financial institutions.  Credit cards are referenced by the cardholder’s name, the credit card number, and expiration date.  Debit cards additionally require a Personal Identification Number (PIN).
5.2.2.5 Product Data Interchange

Several standards exist for exchanging product data. The ANSI/US PRO/IPO-100-1993 and MIL-PRF-28000A standards for Initial Graphics Exchange Specification (IGES), define a neutral data format that allows the digital exchange of information between Computer-Aided Design (CAD) and Computer-Aided Manufacturing (CAD/CAM) systems. IGES supports digital design and manufacturing information about an object sufficient to support manufacturing and construction only. MIL-PRF-28000A contains applications subsets and protocols that form profiles of IGES Version 4.0. The following standards are mandated:
· ANSI/US Product Data Association (PRO)-100-1996, Initial Graphics Exchange Specification (IGES), V5.3, 23 September 1996.

· MIL-PRF-28000A with Amendment 1, Digital Representation for Communications of Product Data: IGES Application Subsets and IGES Application Protocols, 14 December 1992.

A standard for circuit board description in digital form is ANSI/IPC-D-350D. An associated standard for describing hardware product data in an unambiguous way is Federal Information Processing Standard Publication (FIPS PUB) 172-1 which adopts ANSI/IEEE 1076 and includes valuable interpretations of the adopted standard. Other product data can be stored digitally using MIL-STD-1840C. The following standards are mandated:
· ANSI/PC-D-350D, Printed Board Description in Digital Form, July 1, 1992.

· FIPS PUB 172-1, VHSIC Hardware Description Language (VHDL), 1995 January 27.

· ANSI/IEEE 1076, 1993, IEEE Standard VHDL Language Reference Manual.

· MIL-STD-1840C, Automated Interchange of Technical Information, 26 June 1997.

While not necessary for initial implementation of the WEN architecture, bar codes are often used for information processing.  An implementation that uses bar codes shall use the following standard:

· ANSI/AIM-BC1-1995, Uniform Symbology Specification Code 39, 16 August 1995.
5.3 Information Processing Technology Forecast

5.3.1 Data Interchange

5.3.1.1  seq Level4 \r 0 \h \* MERGEFORMAT Data Interchange

XML is a syntax expected to become widely used for the identification and conveyance of data.  It was developed as a subset of SGML, and is useful as a complement to HTML.  While HTML identifies the data contents as text (and other generic data labels), XML supports specific data tags to convey the meaning or context of the data. An EDI transaction encoded in XML syntax may be processed in an automated fashion without the need for an EDI translator.

· W3C XML Special Interest Group (SIG) XML.

· A Frequently Asked Questions (FAQ) file regarding ANSI ASC X12 EDI use of XML syntax is at URL http://www.disa.org/x12/x12xmlfaq.html
5.3.1.2 Product Data

· Product Data Markup Language (PDML): PDML is a profile of XML that is used to exchange product data among dissimilar product data management systems.

· Standard for Exchange of Product data (STEP): STEP is the standard for the exchange of product model information, ISO 10303.

· Additional Profiles: As business and operational areas develop profiles or XML specifications these will be added to the product data list.  These may include finance, personnel, medical, and command and control profiles.

5.3.1.3 Smart Card Technology Standards

Public Key Infrastructure (PKI)-enabled applications store certificates and crypto algorithms, thus providing security services including integrity, confidentiality, non-repudiation, access control and authentication.  Industry and government agencies require single source of information for smart card technology.  The following ISO/IEC series standards for smart cards are mandated:

· 7816-1 Identification Cards – Integrated Circuit(s) Card with Contacts – Part1: Physical Characteristics, October 1998.

· 7816-2 Identification Cards – Integrated Circuit(s) Card with Contacts – Part 2: Dimensions and Location of the Contacts, March 1999.

· 7816-3 Identification Cards – Integrated Circuit(s) Card with Contacts – Part 3 Electronic Signals and Transmission Protocols, December 1997.

· 7816-4 Identification Cards – Integrated Circuit(s) Card with Contacts – Part 4: Interindustry Commands for Interchange, September 1995.

· 7816-5 Identification Cards – Integrated Circuit(s) Card with Contacts – Part 5: Numbering System and Registration Procedure for Application Identifiers, June 1994.

· 7816-6 Identification Cards – Integrated Circuit(s) Card with Contacts – Part 6: Interindustry Data Elements, May 1996.

· 7816-7 Identification Cards – Integrated circuit(s) Card with Contacts – Part 7: Interindustry Commands for Structured Card Query Language (SCQL), March 1999.
· 10536-1 Identification Cards – Contactless Integrated Circuit(s) card – Part 1: Physical Characteristics, September 1992.

· 10536-2 Identification Cards – Contactless Integrated Circuit(s) Card – Part 2: Dimensions and Location of Coupling Areas, December 1995.

· 10536-3 Identification Cards – Contactless Integrated Circuit(s) Card – Part 3: Electronic Signals and Reset Procedures, December 1996.

5.4 Information Transfer Technical Profile

5.4.1 Application Support

5.4.1.1  seq Level4 \r 0 \h \* MERGEFORMAT Electronic Mail

The requirements for internet-based electronic mail are specified in the JTA Section 2.3.2.1.1.1.1.  The standard for electronic messaging is a set of TCP/IP-based e-mail standards, including Simple Mail Transfer Protocol (SMTP) and related standards.  The e-mail initiator’s system and the system being accessed via file transfer protocol (FTP) do not have to be accessible simultaneously on the Internet to use e-mail to exchange documents.

· Internet Engineering Task Force (IETF) Standard 10/Required Functional Capability (RFC)-821/RFC-1869/RFC-1870, (Simple Mail Transfer Protocol) SMTP Service Extensions, November 1995.

· IETF Standard 11/RFC-822/RFC-1049, Standard for the Format of (Advanced Research Project Agency) ARPA Internet Text Messages, August 1982.

· IETF RFCs 2045-2049, Multipurpose Internet Mail Extensions (MIME) Parts 1-5, November 1996.

The following related standard is also required (RFC-2231 specifies additional parameters for the MIME envelope):

· IETF RFC-2231, MIME Parameter Value and Encoded Word Extensions: Character Sets, Languages, and Continuations, November 1997.

The following related standard is also required (RFC-1767 specifies how EDI transactions are to be represented in a MIME envelope):

· IETF RFC-1767, MIME Encapsulation of EDI Objects, March 1995.

5.4.1.2 Directory Services

The requirements for X.500 directory services are specified in the JTA Section 2.3.2.1.1.1.2.1.  The X.500 directory provides the security services that can be used for a PKI.

· International Telecommunications Union (ITU) X.500, The Directory - Overview of Concepts, Models, and Services - Data Communication Networks Directory, 1993.
5.4.1.3  seq Level4 \r 0 \h \* MERGEFORMAT Directory Access

The requirements for directory access are specified in the JTA Sections 2.3.2.1.1.1.2.2.  and 2.3.3.1.1.  Lightweight Directory Access Protocol (LDAP) is a protocol for internet devices to access online directory services, and runs directly over TCP.

· IETF RFC-1777, Lightweight Directory Access Protocol (LDAP), March 1995.

· IETF RFC-2251, (Lightweight Directory Access Protocol) version 3 LDAP(v3), December 1997.

5.4.1.4  seq Level4 \r 0 \h \* MERGEFORMAT Domain Name System

The requirements for Domain Name System (DNS) are specified in the JTA Section 2.3.2.1.1.1.2.3.  DNS allows users and systems to cite the host name of a system or group of systems, and remove sensitivity to the machines’ IP address or physical location.

· IETF Standard 13/RFC-1034/RFC-1035, Domain Name System, November 1987.
· IETF RFC-2308, Negative Caching of DNS Queries, March 1998.

5.4.1.5 File Transfer Protocol (FTP)

The requirements for file transfer are specified in the JTA Section 2.3.2.1.1.1.3. FTP is used in the WEN architecture for the transfer of electronic documents between systems.  The system being accessed via FTP must be configured as an FTP server, and must permit remote users to connect to and log onto its system-using FTP.  The FTP initiator’s system and the system being accessed via FTP must be accessible simultaneously on the Internet in order to use FTP to exchange documents.

· IETF Standard 9/RFC-959, FTP, October 1985, with the following FTP commands mandated for reception: Store unique (STOU), Abort (ABOR), and Passive (PASV).

5.4.2  seq Level3 \r 0 \h \* MERGEFORMAT 

 seq Level4 \r 0 \h \* MERGEFORMAT World Wide Web (WWW) Protocols

5.4.2.1  seq Level4 \r 0 \h \* MERGEFORMAT Hypertext Transfer Protocol

The requirements for HTTP are specified in the JTA Section 2.3.2.1.1.1.8.1.  HTTP is used for the transfer of HTML documents within the WWW.  HTTP will be the principle protocol for the transfer of information in the WEN.

· IETF RFC-2068, Hypertext Transfer Protocol - HTTP/1.1, January 1997.
5.4.2.2 Uniform Resource Locator (URL)

The requirements for URL are specified in the JTA Section 2.3.2.1.1.1.8.2.

· IETF RFC-1738, Uniform Resource Locator, December 1994.

· IETF RFC-1808, Relative Uniform Resource Locators, June 1995.

· IETF RFC-2368, The mailto URL Scheme, July 1998.

· IETF RFC-2396, Uniform Resource Identifiers (URI): Generic Syntax, August 1998.

5.4.3 Transport Protocols

5.4.3.1 Transport Control Protocol (TCP)

The requirements for Transport Control Protocol (TCP) are specified in the JTA Section 2.3.2.1.1.2.1.1.  TCP provides a reliable connection-oriented transport service.

· IETF Standard 7/RFC-793, Transmission Control Protocol, September 1981.  In addition, TCP shall implement the Nagle Algorithm, as defined in IETF Standard 3, Host Requirements.

· IETF RFC-2001, TCP Slow Start, Congestion Avoidance, Fast Retransmit, and Fast Recovery Algorithms, January 1997.

5.4.3.2 User Datagram Protocol (UDP)

The requirements for User Datagram Protocol (UDP) are specified in the JTA Section 2.3.2.1.1.2.1.2. UDP provides an acknowledged, connectionless datagram transport service. 

· IETF Standard 6/RFC-768, User Datagram Protocol, August 1980.

5.4.3.3 Open System Interconnection (OSI)

The requirements for OSI transport over TCP/IP-based Networks are specified in the JTA Section 2.3.2.1.1.2.2.  This protocol is necessary for the X.500 directory to run over the Internet. TCP transport service X.500 directory is an OSI application that requires OSI Transport Protocol Class 0 (TP0).  While RFC 1006 is not necessary for LDAP, it is needed for Directory System Protocol (DSP), to support a distributed X.500 directory.

· IETF Standard 35/RFC 1006, ISO Transport Service on top of the TCP, May 1987.

5.4.4 Networking Protocols

5.4.4.1 Internet Protocol (IP)

The requirements for IP are specified in the JTA Section 2.3.2.1.1.2.1.3.  IP is a basic connectionless datagram service. All protocols within the IP suite use the IP datagram as the basic data transport mechanism.

· IETF Standard 5/RFC-791/RFC-950/RFC-919/RFC-922/RFC-792/RFC-1112, Internet Protocol, September 1981.  In addition, all implementations of IP must pass the 8-bit Type-of-Service (TOS) byte transparently up and down through the transport layer as defined in IETF Standard 3, Host Requirements.

5.4.5 Facsimile

Analog Facsimile: The requirements for analog facsimile are specified in JTA Section 2.3.2.1.3.1.  Facsimile is useful for delivering EC documents electronically to a user, although the resulting document is typically processed manually by the recipient.

· TIA/EIA-465-A, Group 3 Facsimile Apparatus for Document Transmission, March 1995.

· TIA/EIA-466-A, Procedures for Document Facsimile Transmission, September 1996.

5.4.6 Networking and Systems Management

5.4.6.1 Management Protocol

The requirements for management protocols are specified in JTA Section 2.3.2.4.1.  Simple Network Management Protocol (SNMP) can be used to monitor the health and processing status of systems on the Internet.  SNMP may also be used to control or configure a system.  The standard for use in the WEN is:

· IETF Standard 15/RFC-1157, (Simple Network Management Protocol) SNMP, May 1990.

5.4.6.2 Management Information

The requirements for management information are specified in JTA Sections 2.3.2.4.1 and 2.3.3.5.  The following RFCs and standards used by the WEN arechitecture specify the attributes and objects that can be read for monitoring a system.  It can also be modified using SNMP.

· IETF Standard 16/RFC-1155/RFC-1212, Structure of Management Information, May 1990.

· IETF Standard 17/RFC-1213, Management Information Base, March 1991.

· IETF RFC-1514, Host Resources (Management Information Base) MIB, September 1993.

· IETF Standard 50/RFC-1643, Definitions of Managed Objects for the Ethernet-like Interface Types, July 1994.

· IETF RFC-1757, Remote Network Monitoring Management Information Base, (RMON Version 1), February 1995.

· IETF RFC-2021, Remote Network Management Monitoring Version 2 (RMON2) MIB, January 1997.

· IETF RFC-1567, Directory Services MIB, January 1994.

· IETF RFC-2248, Network Services MIB, January 1998.

· IETF RFC-2249, Mail Monitoring MIB, January 1998.

5.5 Information Transfer Technology Forecast

Application Support

· www-based push technology:  www-based push technology provides applications and methodology for the dissemination of information and software to clients automatically or without active retrieval by the clients.  Push technology could be used to push the latest version of translator software, translation maps, and Government Implementation Conventions to an EDI system, rather than the user having to actively retrieve the items.

· Internet Protocol Version 6 (IPv6): IPv6 is the latest level of the IP and is now included as part of IP support in many products including the major computer operating systems. Formally, IPv6 is a set of specifications from the IETF. Ipv6 was designed as an evolutionary set of improvements to the current IP Version 4. Network hosts and intermediate nodes with either IPv4 or IPv6 can handle packets formatted for either level of the Internet Protocol.

5.6 Information System Security Technical Profile

5.6.1 Information Processing Security

5.6.1.1 Security Protocols

Application-level security can be applied to ANSI ASC X12 EDI transactions by using the ANSI ASC X12.58 security structures, for authentication, integrity, and confidentiality security services:

· ANSI ASC X12.58 Security Structures, Version 4010, December 1997
5.6.1.2 Platform Security

The requirements for platform security are specified in JTA Section 2.6.2.2.2.2.2.  

· FIPS-PUBS 112, Password Usage, May 1985.

5.6.2 Information Transfer Security

5.6.2.1 Security Algorithms

The requirements for security algorithms are specified in JTA Section 2.6.2.3.1.1.1.  Several different security algorithm standards have been established.  The support of several algorithms may be required to achieve interoperability with different systems.

Digital signatures provide strong identification and authentication.

· FIPS PUB 186, Digital Signature Standard, May 1994.

The following public key cryptosystem is a proprietary standard held by Rivest, Shamir, and Adleman (RSA) Laboratories and provides strong identification and authentication, confidentiality, integrity, and other security services, depending on how it is used.

· RSA cryptosystem (public key) (by RSA Laboratories).

· Specified in IETF RFC-2313, PKCS 1: RSA Encryption Version 1-5, March 1998.

· Internet Draft PKCS 3: RSA Encryption Version 2.0, October 1999; URL http://www.rsqsecurity.com/rsalabs/pkcs/pkcs-9/index.html 

The following IETF RFCs specify Public Key Cryptography Standards (PKCS).  PKCS 7 defines digital signatures, including syntax encoded in Abstract Syntax Notation One (ASN.1).  PKCS #10 is a message syntax for certification requests.  PKCS #9 and the secure (S)/MIME Implementation Guide Version 2 from RSA Labs, Inc. provide object identifier values for digital signatures.  The PKCS series of standards is available at URL http://www.rsa.com/rsalabs/pubs/PKCS.

· IETF RFC-2315, PKCS 7: Cryptographic Message Syntax Version 1-5, March 1998.

· IETF RFC-2314, PKCS 10: Certification Request Syntax Version 1-5, March 1998.

· RSA Laboratories, PKCS 9, Version 1.1, Selected Attribute Types, November 1993.

The Data Encryption Standard (DES) and triple-DES variant (where the DES algorithm can be invoked three times with different keys) are commonly used to encrypt the bulk of the text of a message, with other security mechanisms being used to encrypt and convey the DES secret key.  It is used to provide confidentiality, integrity, and weak authentication.

· FIPS PUB 46-2, (Data Encryption Standard) DES, December 1993.

· IETF RFC-1851, The Encapsulation Security Payload (ESP) Triple DES Transform, September 1995.

Analogous to DES above, the Ron’s Code (RC2) (block cipher), RC4 (stream cipher), and RC5 (block cipher) symmetric encryption algorithms are commonly used to encrypt the bulk of text of a message.  It is used in conjunction with the RSA algorithm to encrypt and convey the RC2, RC4, or RC5 secret key and provides confidentiality, integrity, and weak authentication.

· IETF RFC-2268, A Description of the RC2(r) Encryption Algorithm, January 1998.

· RSA Laboratories, RC4 Encryption Algorithm (secret key).

· IETF RFC-2040, The RC5, RC5-CBC, RC5-CBC-Pad, and RC5-CTS Algorithms, October 1996.

The hash or message digest algorithms are used to produce a message digest of the bulk of text of a message with other security mechanisms being used to encrypt and convey the digest.  This results in a digital signature of the message or document.  It is used to provide non-repudiation and integrity services.  The Message-Digest (MD) Algorithm 5 takes a message of arbitrary length and produces a 128-bit message digest.  The Secure Hash Standard (SHS) algorithm takes a message of less than 2 to the power of 64 bits in length and generates a 160-bit message digest.  The MD2 Message-Digest Algorithm (RFC-1319) is only appropriate for 8-bit computers.  The MD4 Algorithm (RFC-1320) should not be used, since successful cryptanalytic attacks have been made on it.

· IETF RFC-1321, The MD5 Message-Digest Algorithm, April 1992.

· FIPS PUB 180-1, Secure Hash Standard (SHS) (message digest algorithm), April 1995.

5.6.2.2 Security Protocols

The requirements for security protocols are specified in JTA Section 2.6.2.3.1.1.2.  ITU-Telecommunication Sector (T) Rec.  X.509 can be used for the implementation of security certificates and their storage and retrieval via a PKI.

· ITU-T Rec.  X.509 (ISO/IEC 9594-8.2), Version 3, The Directory: Authentication Framework, 1993.

The Secure Sockets Layer (SSL), while a de facto standard, is commonly available and implemented for integrity, confidentiality, and authentication of communications at the TCP layer:

· Netscape Communications, SSL Version 3.

The Secure MIME standards can be used for integrity, confidentiality and authentication of SMTP and MIME messages or documents:

· IETF RFC-2311, Secure MIME (S/MIME) Version 2 Message Specification, March 1998.

· IETF RFC-2312, S/MIME Version 2 Certificate Handling, March 1998.

· IETF Internet Draft draft-ietf-ediint-as1-08, MIME-based Secure EDI, May 1998.

· Additional information on S/MIME is at URL http://www.rsa.com/smime.

The following standards specify a mechanism for providing integrity and confidentiality to IP datagrams.  In some circumstances, depending on the encryption algorithm and mode used, it can also provide authentication to IP datagrams.  Otherwise, the IP Authentication Header (AH) may be used in conjunction with ESP to provide authentication.  The mechanism works with both IPv4 and IPv6:

· IETF RFC-1826, IP Authentication Header (AH), August 1995.

· IETF RFC-1827, IP Encapsulating Security Payload (ESP), August 1995.

· IETF RFC-1828, IP Authorization Using Keyed MD5, August 1995.

5.7 Information System Security Technology Forecast

5.7.1 Information Transfer Security

Security Protocols: The following emerging security protocol standards may become useful in the future as they evolve and are adopted for use in EC.

· IETF Transport Layer Security (TLS) next generation for SSL Working Group.

· For information or status of TLS is at URL http://www.ietf.org/html.charters/tls-charter.html.

· Secure Electronic Transaction (SET) (by Visa International, MasterCard International, RSA Laboratories).

· For information on SET, see URL http://www.mastercard.com/set.

· Smart card technology (for authentication, for storage of information).

· IETF Public Key Infrastructure Exchange (PKIX) Working Group.

· For information or status of PKIX standards development, see URL http://www.ietf.org/html.charters/pkix-charter.html.

The following Internet drafts specify the secure exchange of EDI using Internet protocols, such as S/MIME.

· IETF Internet Draft draft-ietf-ediint-as1-08.txt, MIME-based Secure EDI, May 1998.

· IETF Internet Draft draft-ietf-ediint-as2-00.txt, HTTP Transport for Secure EDI, November 1997.

· IETF Internet Draft draft-ietf-ediint-req-05.txt, Requirements for Inter-operable Internet EDI, July 1997.

· Pretty Good Privacy (PGP) can be used to provide privacy and authentication using the MIME security content types described in RFC1847.

5.8 WEN Systems and Standards Matrix (TV-3)

This section presents three matrices that constitute the Technical View-3 (TV-3). Table 5‑2: Information Processing Standards, Table 5‑3: Information Transfer Standards, Table 5‑4: Information System Security Standards provide a mapping structure for information processing, information transfer, and information security standards respectively, for systems implementing the WEN architecture.  Designated Program Managers (PM) maintain standards mappings for other systems and databases supporting the “to be” web enabled architecture. When “as is” architecutres are developed for these systems they will be incorporated into the WEN architecture and new columns will be added to identify the underlying standards used in the systems.
Table 5‑2: Information Processing Standards

Standards
System 1
System 2
System 3
System 4
System 5
System 6
System 7

RDBMS: SQL








RDBMS: ODBC








RDBMS: JDBC








EDI: FIPS 161-2








EDI: ANSI X12








EDI: EDIFACT








EDI: HL7








EDI: User Defined File (UDF)








Document: HTML








Document: SGML








Document: XML








Document: American Standard Code for Information Interchange (ASCII)








Document: COTS








Graphics: CGM








Graphics: Joint Picture (Expert) Group (JPG)








Graphics: GIF








Product Data: PDML








Product Data: CAD/CAM








Product Data: STEP








Other








Table 5‑3: Information Transfer Standards

Standards
System 1
System 2
System 3
System 4
System 5
System 6
System 7

Electroinc Mail (Email): SMTP/MIME








Email: MIME/EDI








File Transfer: FTP








Directory: X.500








Directory: LDAP








WWWHTTP: HTTP 1.1








WWWURL: URL/Mailto








Transport: TCP








Transport: UDP








Networking: IPv6








Net/System: SNMPv3








Manage: MIBs








DNS








Other








Table 5‑4: Information System Security Standards

Standards
System 1
System 2
System 3
System 4
System 5
System 6
System 7

Protocol: X12.58








Passwords: FIPS 112








Verisign








Protocol: SSL








Protocol: Secure Shall (SSH)








Protocol: S/MIME








Protocol: IP Security (Sec)








Protocol: Internet (EDIINT)








Sign/Hash: Digital Signature Standard (DSS)








Sign/Hash: MD5








Sign/Hash: Secure Hash (SH)5








Encryption: DES/3DES








Encryption: RSA








Encryption: RC2








Encryption: RC3








Encryption: RC4








Encryption: RC5








Certificate: X.509v3








Certificate: PKCS 1,7, 9, 10








Pretty Good Privacy (PGP)








Other








Section 6 Information Assurance (IA) Architecture

General WEN security objectives are to ensure that the system does not compromise the following:

· Security of any external data source

· Client workstations and/or other enclave resources

· Security of the underlying network

· Identity of the user

6.1 Assumptions

“The worldwide connection of computer Local Area Networks (LANs) and Wide Area Networks (WANs) such as the Non-Secure Internet Protocol Router Network (NIPRNET) makes access to defense information from anywhere in the world relatively easy. Separation between the NIPRNET and the web is ambiguous, and occasionally these networks may be indistinguishable to web page administrators. Web pages intended for internal DOD use should not be made available on the NIPRNET without appropriate access control, as this information is likely to be accessible to non-DOD users. Consequently, Operations Security (OPSEC) and Information Security (INFOSEC) concerns arise.”

If the Navy is to have a secure framework for mobile applications, developers must design the basic tenets of security into their system from the beginning. These basic tenets are authentication, availability, integrity, confidentiality and non-repudiation. When the security of a system is inserted after the basic design, the application will ultimately be incomplete and difficult for the warfighter to operate.

Most applications are security-unaware and in general they rely on external security operations or technologies for their secure operation. It is critical that developers of legacy applications know what security services are available to protect their system during transmission over the NIPRNET. Services that provide integrity, confidentiality, and non-repudiation all require additional special processing. This additional overhead must be minimized during message transmission. Therefore it is important that these services be accounted for during the initial development of any web-based application. For example, the same network bandwidth and latency characteristics that deliver the majority of a transmission at one moment in time, may not provide the same guarantee if confidentiality is applied to the message. 

It is easy to imagine a situation where the degradation of network capabilities, due to security overhead, could be minimized by adopting several layers of security mechanisms based on an operational condition or Information Operations Condition (INFOCON). As the choice of security mechanism changes from one level to another, additional network overhead will be required to secure the interactions between the client and server. By adopting such a procedure, network resources can be managed based on threat, thereby maximizing the performance of the network and applications during normal operating conditions. When the situation changes and maximizing security becomes paramount, non-essential systems can be throttled down or eliminated to provide the additional overhead space required by additional security measures and protocols. Developers must recognize the security posture of the operational environment when designing their systems and make their systems adaptable to that environment on the fly.

The Navy faces unique bandwidth challenges. These challenges will become more debilitating as web-based applications become the norm. If a sender ashore with a very fat pipe expects to send a large amount of data to a receiver afloat and that sender has not prepared for the additional security overhead required by a particular operation, it is very likely that that system will fail. One area that must be studied is how selected security services impact these systems in varying operational conditions. Certain security services, because of the increase in transmission overhead, will exacerbate the problem. The system must be able to identify these situations and adapt to select security mechanisms that reduce the impact on the recipient afloat. When network capacity is insufficient for ordinary traffic disaster response communications exacerbates bandwidth availability. The capacity for sensing and security services becomes insufficient for ordinary requests and the system fails. Adaptive network security will support more effective WAN interaction.

There are many security assumptions that will be made based on the timeline and scope of this endeavor. By 2003 it is estimated that there will be:

· A certified and accredited complete NMCI/IT-21 architecture in place, as shown in Figure 6‑1, which defines a minimal operational configuration.

· Implementation of DOD PKI.

· Navy IT applications will be accessible via a browser.

· Standard W3C class browser for the entire Navy.

· A Web-friendly Firewall Policy.

· Technology and a supporting policy to allow for Mobile Code.

· A user has authorized domain access via whatever mechanism is in place (VPN, dial-up, local, etc.).
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Figure 6‑1. NMCI/IT-21 Network

6.2 Security Mechanisms

There are three sets of interdependent security mechanisms of the WEN system architecture that address information security:

· Login. Login mechanisms control user and/or client access to servers via identification (user name) and authentication (password) schemes. Here, the user authenticates to the workstation by inserting their CAC into the card reader attached to the workstation. Once the user authenticates to the operating system, the user must log into the WEN portal by using the DOD PKI certificate contained in the CAC.  Mapping PKI and user ID and password technologies can help achieve Single Sign-On in the WEN.  Single sign-on helps prevent users from writing down numerous user identities and passwords.  See Section 8.10 for examples of mapping PKI and user ID technologies.

· Link Security. The WEN will provide confidentiality of the transmission between the client and the application server. This is achieved by the Secure Sockets Layer (SSL) protocol. SSL is a protocol implemented by programs that reside between an application and a network’s Transmission Control Protocol (TCP)/IP layers. (The term “sockets” refers to the sockets method of passing data between a client and a server in a network.) SSL uses the RSA public-and-private key encryption system from RSA Security Inc., which also includes the use of a digital certificate. SSL is used to provide encrypted communication between WEN Portal clients (web browsers) and the WEN Portal server. SSL is also used between the WEN Portal and the PKI servers that issue and manage WEN user certificates.

· Transaction Logging. All WEN transactions are logged by the application clients (workstations) and by applications. Each entity logs a different type of transaction. The Workstations record user login and logout, and process invocation of application clients. Application servers log client requests. For example, the Portal logs all HyperText Transfer Protocol Secure (HTTPS) requests submitted to it.

6.3 Basic Web Security Policies

All WEN implementations will define the web-enabling security posture as the client (browser) and server (web server). Accordingly, all WEN implementations for these critical elements must comply with these fundamental Information Assurance policies and practices documents. 

· Department of Defense Web Administration Policies and Procedures, 25 Nov 1998, published under ODSD memo (Hamre) 7 Dec 1998

· National Policy Governing the Acquisition of Information Assurance (IA) and IA-Enabled Information technology Products,” published by the The National Security Telecommunications and Information Systems Security (NSTISSC No. 11), March 1, 2000, available from http://www.nstissc.gov.

· NAVADMIN 110/00

· Information Assurance Technical Framework (IATF), Version 3, Sept. 2000

· Web Server Protection Profile, National Security Agency, draft January 2000. This profile specifies the minimum-security requirements for a web server used in environments where the web server hosts information that must be restricted from public access. As such, information access from the server must be protected from disclosure, must have sufficiently strong mechanisms for access control by web users. Malicious web users must be prevented from modifying or deleting content.

· Web Browser Protection Profile, National Security Agency, draft January 2000. This Protection Profile specifies the minimal security requirements for a web browser used in environments where access to information in the host system (including the browser itself) and to the content of web pages must be controlled. The host system must be protected from compromise because of the use of the web browser, either by the transferring of host information to unauthorized users, or by making unauthorized changes to host processes or configuration. Access to web page information must be constrained to the web server from which the page was loaded.
6.4 Private Web Service Development

Developing private web services restricts (or attempts to restrict) public access to the web server or any portion of the web server. The Navy is rapidly implementing a PKI enabled web service across all Navy networks. Accordingly, all WEN application development must comply with these commercial standards:

· Netscape Secure Sockets Layer (SSL) ver 3, Transport Layer Security (TLS, IETF RFC-2246 ), or Secure Hypertext Transfer Protocol (S-HTTP, IETF RFC-2660) requiring dual certification exchange access control.

· ISO 8879, Information Processing Systems – Text and Office Systems – Standard Generalized Markup Language (SGML) and World Wide Web Consortium standard XHTML( 1.0, “The Extensible Hypertext Markup Language,” which is a reformulation of HTML 4 in XML 1.0, January 2000.

· Where applicable, use Signed Document Markup Language (SDML) in MSS web-based applications matching the W3C SDML business model targets, using DOD PkI X.509v3 certificates.
6.5 Cryptographic APIs

Cryptographic APIs (CAPIs) provide both a high-level and low-level interface to an application’s cryptographic services. An API is a common programming library that incorporates standard cryptographic functions, such as key generation, key disposal, block or stream cipher algorithms, public key algorithms, and message digest (hashing) algorithms. Applications can use the functions in CAPI without knowing anything about the underlying implementation, in much the same way that an application can use a graphics library without knowing anything about the particular graphics hardware configuration.

Currently, cryptographic APIs are only used for encryption of unclassified information. But applications using these functions are deployed on unclassified and classified DOD networks, such as Medium Grade Messaging and private web servers. These applications use CAPI to provide the important e-mail digital signature functions mandated by DOD PKI policy.

· Cryptographic APIs must be certified as FIPS 140-1, level 1, compliant.

6.6 Mobile Code Services

As defined in DOD (OSD-C3I) memorandum “Use of Mobile Code Technologies in Department of Defense (DOD) Information Systems:”

“Mobile code technologies include software modules obtained from remote systems, transferred across a network, and then downloaded and executed on a local system without explicit installation or execution by the recipient.”

The DOD policy defines three categories of mobile code based upon risk:

a.
Category 1

(1)
 Mobile code technologies that exhibit a broad functionality allowing unmediated access to host and remote system services. Category 1 technologies have known security vulnerabilities with few or no countermeasures once access is gained. ActiveX is an example of Category 1 technologies (e.g., all-or-none decision: execute with full access to all system services or don’t execute at all).

b.
Category 2

(1) 
Mobile code technologies that have full functionality allowing mediated access and environment-controlled access to host system services. Category 2 technologies may have known security vulnerabilities but also have known fine-grained, periodic, or continuous countermeasures or safeguards. Java applets, Postscript, Visual Basic for Applications (VBA), PerfectScript, and LotusScript are examples of Category 2 technologies.

c.
Category 3

(1)
Mobile code technologies that support limited functionality, with no capability for unmediated access to host system services. Category 3 technologies may have a history of known vulnerabilities, but also support fine-grained, periodic, or continuous security safeguards. JavaScript, VBScript, PDF, and Shockwave/Flash are examples of Category 3 technologies.”

Mobile code represents a powerful and rapidly expanding method of implementing command and control functions. There are inherent risks associated with all mobile code. Yet all mobile code includes various layers of IA protections. WEN mobile code use will comply with the DOD Mobile Code policy, as summarized and supplemented below:

· Prohibit the use of category 1 mobile code technologies. 

· Use of Java category 2 mobile code will include the COTS security model for (1) Sun Java( 2.0 (Security Code Guidelines February 2000) or (2) Microsoft J++ (Trust-Based Security for Java April 2000). All Java applets will be signed using Javakey, Signkey, or Authenticode technologies.

· Scripting languages will comply with EMCA-262/ISO-16262 standard scripting language or Netscape JavaScript version 1.5.

6.7 Multi-Level Security

Multi-Level Security (MLS) is defined as the capability to simultaneously operate a network or computer at two different classification levels or, alternatively, at two different compartments within the same classification level. In this scenario the user is able to switch back and forth between classification levels or compartments while maintaining the required level of trust between the different data types, which are labeled to provide a mechanism to enforce the trust relationship. While true MLS is a current research topic, there are several on-going initiatives that attempt to provide an interim solution using today’s technology: (1) Multiple-Single Level (MSL) security and (2) Secret and Below Interoperability (SABI). MSL is similar to MLS except that the system is purged of its data before the user is permitted to switch classification levels. While MSL doesn’t provide all the flexibility that an MLS solution provides, it does allow the sharing of equipment and, especially in tight quarters, that can make a significant difference. In the case of SABI, interoperability between LANS at different classification levels is allowed via a tightly controlled LAN-to-LAN interface where data flowing from one LAN to the other is closely monitored either automatically or by human intervention. The technologies described above can be applied to web-enabled clients and servers. 

In theory, MLS can be applied to web technologies where a web server is installed on an MLS operating system. In this situation, a web Server residing on an MLS operating system allows data owners to maintain a common data set on a single web server that connects to multiple security domains/networks. This alleviates the need to maintain multiple servers and data sets, one for each domain or network. It allows a single, common data resource to support multiple organizations where there is a requirement to restrict access to information based upon organizational or privacy needs. 

Using a secure operating system, information on the server can be segregated by categories, classification levels, or compartments. Individual users and groups can either be granted or denied access to this information based upon their authorization. Data can be organized hierarchically, if desired, so that users are allowed access to multiple sets of data, in essence reading all information at and below their authorization level. As an example, the Coalition Data Server (CoDS) has three distinct instantiations: US Secret, Secret NATO, and US REL Coalition. A person with release authority on the US Secret side can post documents to US Secret-NATO instantiation and the person with release authority for NATO can do the same. A person on the US REL Coalition side has no authority to access the NATO instantiation and the NATO person has no right to access the US Secret instantiation. All users accessing the CoDS possess a valid DOD PKI certificate. Here, the user logs into their workstation using the certificate stored in the CAC. The user presents their certificate to the CoDS Web Server via the Portal. Prior to the user’s access, the CoDS Web Server Administrator has already configured the server to know what individuals have access to the different classification levels. Based on authorizations and need-to-know, the user can access the information located on the different classification networks.

6.8 Presentation/Client Tier Security

The web-browser sends HTTPS-based requests to a Portal Server. (Use of HTTPS requires digital certificates managed by a certificate authority, in this case DOD’s PKI. The connection requires the 128-bit Triple Data Encryption Standard (3DES) encrypted SSL session. The Portal Server retrieves the requested information from the data source. The Portal server dynamically packages retrieved information into HTML-based pages and forwards the pages to the browser client for presentation to the user. 

Note: Requesting and obtaining a DOD PKI certificate is a separately managed process using Local Registration Authorities (LRAs). The user must make an in-person request to the LRA and provide the required information such that a certificate request entry can be made on the DOD PKI Certificate and Directory Servers. Once an entry for the individual has been made on the DOD PKI Servers, the LRA/RA will provide the user with a written Certificate Request Information (CRI) letter. The CRI contains all the information the user will need to request, generate, and download his/her DOD PKI certificate from the DOD PKI CA server. The user will then log onto the DOD PKI Server and follow the directions provided to obtain his/her certificate. 

6.9 Application Tier Security

The Portal uses HTTPS for user interaction and provides access control, content management, centralized administration, and software application services. Use of the HTTPS protocol requires installation of a server certificate issued by the DOD PKI Certificate Authority (CA).

6.10 Data/Content Tier Security

At this tier, the Portal must authenticate itself to the application to obtain information requested by the user. Many applications are not PKI Enabled. A possible solution to access the information is to map the digital certificate to a user Identification (ID). A list of user IDs and associated passwords is stored in a protected file accessible only by the application. (This file is protected by the underlying operating system’s access control mechanisms and the passwords are stored encrypted on the system. In addition, the password file is a hidden file and is owned by a non-standard user.) The user ID and associated password is passed to the application. Once that user is authenticated by this mechanism, access control checks are performed by the application. The application will return the information requested by the user to the Portal, which in turn passes the results to the user’s browser.

Alternatively, a user can access a non-PKI enabled application by associating the Common Name (CN) contained in the Distinguished Name (DN) of their certificate with an entry in a Directory server that contains a user ID and associated encrypted password. In other words, the CN of the DN is mapped to a user ID stored in the Directory Server. For example: a user accesses a web site with a certificate that has a CN of Smith.Stephen.0505050505. The web server then queries the Directory Server for CN= Smith.Stephen.0505050505 and from that query it finds that the user ID for this individual is smiths. From that point on all identification and authentication (I&A) is achieved by having the web server present the user ID, smiths, and associated password to the legacy application on behalf of the user. The initial connection to the web server as well as the lookup to the Directory Server is both via an SSL channel. 

Appendix A: Technical Challenges

There are certain technical challenges that will be taken into account while web-enabling work flow processes that transit the Wide Area Network (WAN). These issues include: 

· Maximize interoperability in a multi-vendor endstate.  

· Integration with Existing Legacy Communications and Information Distribution Systems. A variety of issues must be addressed from an operational/doctrinal perspective in order to capitalize upon the IP infrastructure. 

· Multi-Level Security. Migration from legacy MLS systems (TS high circuits, etc.) and allied interoperability require exploitation of Multi-Level secure devices able to support the transfer of data between security enclaves. Present technologies provide only limited functionality.

· IP Broadcast. In order to support an “Emission Controlled” environment (in which the site is in “receive only” mode), an IP broadcast must be implemented. At present there is not a fielded IP broadcast mechanism. Investigations into the use of PMUL and MDPV2 (competing IP broadcast protocols) are underway, but as yet have not been adapted for the Naval environment. Both protocols are fundamentally connectionless FTP services, which will not provide a solution for streaming media

· Transmission Disruptions. The ability for all WAN-based transactions to gracefully fail during transient disruptions in transmission is imperative. At present, commercial technologies for data replication do not address this issue well.

· Bandwidth Limitations. The majority of afloat/deployable units have significant WAN bandwidth constraint. It is imperative during when designing data architectures that consideration be given to selective forward deployment and subsequent maintenance of data. Mitigating bandwidth limitations through intelligent caching of data at the NOC/NCTAMS has proven to be partially successful, but will require significant reconsideration of the role of the NOC in providing operational support to fully exploit this possibility. In addition, layer 4 and above quality of service management tools must be explored for viability in the afloat environment.

· On-Site Administration. Increasing automation of the workflow and exploitation of Information Technology assets will quickly overwhelm the skills and abilities of the local IT staff on “unit level” vessels. Serious consideration needs to be given to providing remote support to these operational sites, either by increasing the role of the NOC/NCTAMS or through other means.

· Data Maintenance. Although briefly touched upon in some of the earlier bullets, maintenance of a widely distributed and intermittently connected data architecture is non-trivial. Intelligent use of transaction monitoring and processing tools within the application tier can mitigate this issue to a certain extent, but must not be seen as providing a “solution.” 

· Firewall Policies. The Fleet and NMCI firewall policies need to be “normalized” in order to provide common support to both afloat and ashore users.
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Appendix B: Application and Server Scalability

Current commercial best practices show that web server farms are the correct way to deploy scalable web applications. The difficulty for application developers is to understand the issues with this environment and to develop applications that continue to function when scaled to this level. Because web browsers are inherently stateless, web developers have developed various methods of storing client state. The common choices used to store the client state are (1) the database, (2) the web server as session variables, (3) in the browser as hidden form and Universal Record Locator (URL) fields, or (4) in the browser as cookies. The web farm and load balancing hardware can’t ensure that a specific client always connects to a specific server. Each sequential click the user makes on a web page, or application can now be routed to a different server. Applications that need to store state must not use web-server session variables to maintain state in order to function in this configuration.

Applications need to be developed in a manner that allows scalability. Economies of scale are achieved when one application can serve many people simultaneously without any reengineering. Application servers (whether J2EE or COM+ architectures) provide components with access to services to support scalability, so that each component developer is relieved of that requirement. It is an important part of implementing a component-based design philosophy that developers consider these services from the outset.

Small Scale Community Server

Lots of non-interoperable, small-scale, similar function, stovepipe systems create problems that can be avoided by developing systems that simultaneously meet the needs of many people and can scale as demand increases, or decreases. The system scale should be estimated based on the size of the VIGs that will use the system. For example, a small community could adequately function with a single server, as shown in Figure 6‑2.
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Figure 6‑2: Small-Scale Community Server

The production server in this situation should be a high reliability, high-availability system. However, a single server can only function up to a certain level of usage before processor and network bandwidth cannot provide any additional throughput and users begin to experience unsatisfactory performance from the system. 

The production database can initially be deployed on the same server as the web application for a low-cost rollout. The first step to increasing performance is to move the database to a separate server or server cluster. This method of scaling allows money to be allocated to additional hardware, as needs dictate.

Large Scale Community Server

When a web application is engineered correctly from the beginning, it can easily be scaled from a single server to higher performance levels by adding additional hardware, as shown in Figure B-2. 
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Figure 6‑3: Large-Scale Community Server

In this configuration the web application is simultaneously deployed on many servers in a web server farm. This configuration has many advantages. Specialized load balancing hardware can be installed into the network. The load balancing system ensures that each processor and its network connection are loaded evenly. This level of scale also brings the ability to distribute servers geographically and to locate the processing power closer to the end-users and avoiding long-haul network congestion problems. This architecture makes it possible to have a single web site with a global presence and very high availability and reliability. This may include distributing servers in both afloat and shore installations to maximize the reliability of the WEN.

SSL Server Scalability

Scalability will be a major issue with SSL since there is an 80% to 90% processor performance hit on SSL servers. Developers need to understand that WEN with SSL (HTTPS) is not the same architecture as WEN with HyperText Transfer Protocol (HTTP). A standard HTTP server can use load balancing and mirroring to provide multiple access points for clients. This is accomplished when a request submitted to a server can be processed by another server. Unfortunately, SSL enabled web servers cannot use this same architecture since each client and server has a unique certificate a user cannot be bounced from server to server. Performance can be improved by adopting SSL Accelerator boards, but scalability of a HTTPS solution must be designed and tested very carefully. There is no standard answer since each WEN server enabled with SSL will have dramatically different processing requirements. Each system developer must recognize scalability as a significant cost and performance issue and perform engineering sufficient to determine their unique requirements.

Appendix C: WEN Operational Vignettes

Purpose

These vignettes are written to help the program manager providing the “as is” architecture to visualize the WEN end-state. The vignettes do not represent approved doctrine, tactics, techniques, or procedures. They are intended to pose technically achievable ideas in an operationally relevant way to help the WEN end-state definition team produce their own product. 

Each vignette briefly addresses the information services available to support current Navy operational functions. The vignette spends rather more space in describing what WEN information services would do to help the operational function. 

There are three vignettes: 

· Flag Operations. Describes how an officer in flag operations of a Carrier battle group (CVBG) would use information technology in reviewing the operational readiness state of the CVBG for upcoming operations. The vignette presupposes that an operation plan has been written, rules of engagement are in place and well understood, and CVBG units are fully manned and trained. 

· Naval Force Logistics. Takes the perspective of the Naval Force (NAVFOR) logistics function. It addresses ongoing and emergent logistics issues within an Area of Operational Responsibility (AOR) such as Commander, SECOND Fleet AOR. 

· Fleet Medical Officer. Describes the perspective of the echelon two medical officer, responsible for assuring both routine and casualty response services for Naval forces in the theater. 

In writing these vignettes, we have assumed an environment of advanced readiness short of warfare. We pose a collision between a DDG and small merchant ship (MERSHIP) while the DDG is transiting a strait. We postulate that damage to the DDG does not totally incapacitate it, and that information technology systems on all other ships and shore stations are unaffected. We postulate that Naval forces at all levels have effective Information Assurance capability, and that this capability is efficient in protecting them. 

Vignette 1: Flag Ops

Baseline Description

Flag Ops maintains a timely and coherent display of CVBG unit location and status. During transit of the strait, Flag Ops sees background shipping and effectively reports the MERSHIP collision with the DDG. They receive the DDG’s damage report and send the OPREP-3. They organize helo evacuation of injured personnel to the Carrier, and begin arranging medical evacuation of personnel requiring treatment in hospitals ashore. They perform this work effectively because they are highly trained and have notebooks with telephone numbers and preformatted messages. Their information systems do not help them much—all data must be manually entered or cut-and-paste transferred from one system to another. People must walk to where information technology (workstations, telephones) are located in order to do their work. 

WEN Description

The display of CVBG unit location and status is automatically reflected in a single database, so when the DDG reports the MERSHIP collision, all relevant information is available at all watchstations. INFOCON is set for the DDG and in the Battle Group implementing predefined portal restrictions. Watch Officer opens up a collaboration gateway with other players (i.e., air, surface, and warfare/supporting commanders) who will form a virtual task force. The Watch Officer reconfigures his/her portal and has it populated with information pertinent to this specific event that may not normally be displayed (i.e., the DDG’s specifications, crew status, communications status, weapons status, fuel status, CASREP status etc.). This portal is shared with the members of the virtual task force. Medical staff on the CV receives health records of people reported as injured. Helo crews get real-time updates of DDG damage as relevant to their mission to evacuate wounded. Strike operations automatically sees what planned missions are jeopardized by potential damage to DDG land attack missiles, and begins replanning those missions for other CVBG assets to execute. In the future, sensors that feed shipboard databases would be able to automatically transmit that information to the operational commander for access from the portal. The AAWC sees the holes in the CVBG air defense plan, and plans for carrier based aircraft to provide coverage. Air Operations seeks the increased demand for air superiority aircraft, and starts working changes to the air plan. These changes are reflected to the Joint Force Air Component Commander and show up in the on-line Air Tasking Order. The ASWC sees the holes in the undersea surveillance plan, and works ASW helicopter coverage to meet the need. ASUWC notes that CVBG anti-surface defense is affected and plans a more aggressive employment of existing Surface CAP. 

Information Services: The intensive coordination involves use of tactical decision aids and planning tools on computers. It also engages human-to-human coordination: telephone calls, short text message exchanges, pager messages. It is seamless because people don’t have to look up telephone numbers, know where the other person is located, or waste time in telephone tag. WEN services help keep track of where people are and what activity they are engaged in. Flag N3 who is having breakfast in the Flag Mess receives a short text message (i.e., PDA, pager, cell phone, ship’s IC system) requesting permission to open a desktop Video Teleconference so all Assistant Chiefs of Staff can be briefed simultaneously. Strike Ops gets a screen update on a PDA or portal, showing the affected missions. The ASWC receives a tactical display showing the change in ASW coverage effectiveness. ASUWC receives a cellular telephone call from the watch officer recommending a change in SUCAP posture. 

Near-term, the Watch Officer would need multiple portals (unclassified, SECRET WAN, SI WAN, NATO WAN) until multi-level security technologies are perfected.

Vignette 2: Naval Force Logistics

Baseline Description

Naval Force Logistics on the Fleet Commander flagship receives an immediate precedence message that is 30 minutes after the fact, reporting the collision between the MERSHIP and the DDG. The logistics team gathers in their work spaces and begin accessing files that show the capabilities last reported by the DDG—days or even weeks ago. They draw on their experience to guess what the current state of DDG logistics may be and what actions CVBG Flag Ops is likely to take in response. They start writing e-mail and drafting Naval Messages to position the logistic support likely to be required. 

WEN Description

The logistics team receives short text messages on cell phones advising them of a serious event. They access the portal profile pushed from the Watch Officer and connect to collaborative gateway. From the portal they streaming video of the CVBG flag watch officer’s brief. They start working wherever they are, because their portal comes to them when they log on. They see logistic status updates that are hours old at most because storerooms are automatically inventoried as they are used. 

They see displays of damage to the DDG, systems diagrams and SORTS data via their portal. They see the work center spares status, storeroom spares, and outstanding requisitions and allow for reprioritization as appropriate. 

The Force Logistics team sees the operations being planned by CVBG operations, and notes increased fuel consumption and increased engine hours. As the status of the DDG becomes more clear, Force Material models predict when DDG land attack, air defense, and ASW/ASUW systems will be restored to service. Logistics personnel could then make key decision regarding repair options for damages. Based on the performance of the CVBG, Force Logistics predicts increased usage of spare parts for the types of aircraft that will be operated until the DDG is restored to full mission capability. Stock levels for these parts are increased temporarily. 

Information Services: Initial alerts come by pager, short text message, and banners on the portal. Information about the effects of the collision come through data updates provided by hand held equipment the DDG’s damage control team operates. Information systems start to find and advertise availability of needed parts. People in the Defense-wide establishment who can provide help are brought into a virtual interest groups (VIG). People in industry are temporarily authorized to join the VIG while they help find replacement parts or modify shipping schedules. Transportation system capabilities are advertised to Force logisticians so they can make decisions that are operationally effective and cost effective. Information systems provide full directory services: web uniform resource locators, message Plain Language Address, e-mail name, telephone and facsimile numbers, pager numbers, and local time of day. 

Vignette 3: Fleet Medical Officer

Baseline Description

Fleet Medical personnel hear of the collision of the DDG through news reports. They contact the Fleet Command Center and receive summary reports. They establish a crisis action watch in the Fleet Command Center and receive information about casualties. They have telephone conversations with the CV medical officer about personnel needing shore hospital services, and have more telephone calls with hospitals to ensure they can place the personnel. They remind CVBG personnel to send the health and dental records with the casualty personnel so they can be effectively treated. They make telephone calls to air heads to ensure ground transportation meets the Carrier Onboard Delivery (COD) flights with casualties aboard, and hope the casualty loadout matches the manifest sent by fax from the CV. 

WEN Description

The Fleet Command Center automatically sends the profile portal to the predetermined staff personnel, which includes data concerning the DDG collision. Fleet Medical receives early heads-up as to the number and type of casualties. As personnel reach the CV casualty control center, health record information from their smart card is registered in the CV database and is transferred to regional hospitals and Fleet Medical via the portal. 

Fleet Medical has information about regional hospitals’ case loading and staff skills that are updated several times a day. They immediately are able to make a preliminary plan for placing the most serious casualties and start collaborating with admissions staff to make contingency plans. When the CV Medical Officer establishes telemedicine links, Fleet Medical is able to immediately commit to specific MEDEVAC plans. 

As casualties are loaded to the COD, the manifest is updated to show the actual load out and latest medical data. This information is linked to the air head when the COD checks in to the tower controlled area, 45 minutes before landing. Fleet Medical can verify that appropriate ground transportation has been dispatched, and appropriate personnel and supplies are waiting to receive the casualties. 

Information Services: Initial notification comes by short text message via wireless connection to PDAs, pager or cell phone if not at the office, or to the portal if at the workstation. Fleet medical personnel can access information wherever they are through trusted connections over commercial and military networks. They use voice and data collaboration to develop their preliminary MEDEVAC plans. When they get confirmation of the CVBG’s needs, the preliminary plan database is updated and regional hospital staffs receive short text notification. Admission databases automatically reflect the beds and health care staff commitments made by the approved MEDEVAC plan. Public affairs staffs are given up-to-the-minute information about the status of personnel so casualty affairs officers can provide factual and timely information to families and the press.

Appendix D: Standards and Openness in the Application Tier

Many competing techniques and methods exist in today’s market for supporting logic within the server-side application tier. As introduced in section 6, two dominant technologies candidate technologies are Sun Microsystems’s J2EE and Microsoft’s .NET framework. A complete trade off analysis is beyond the scope of this document. Here we consider some high level comparisons.

Standards Specification Process and Authority

The J2EE specification is a collection of Sun specifications and other open standards (CORBA). While the specification ultimately belongs to Sun, it was produced under Sun's community source process [ref TBD]. The community source process provides a mechanism for Industry partners to contribute, modify, and implement the specification (or part of the specification). Microsoft's specification is based on a combination of Microsoft standards mixed with some open standards and has no formal process to support contributions or alternate implementations.

Server Side Language 

J2EE is designed to use the Java language. Java in turn supports interfaces to natively compiled languages and system calls that can be used to enable certain legacy integration. Those features, however, should be avoided or used sparingly as they introduce platform dependencies. Microsoft has discontinued support for the Java language with the recent release of their C+ language. The .NET framework extends the COM+ component services and supports C+ as well as several other programming languages including Visual C++ and Visual Basic.

Platform Dependence

J2EE applications can run on many platforms. However in practice some engineering effort is required to move applications due to versioning and implementation differences. Microsoft’s framework assumes the presence of a Microsoft operation system and is coupled or intermixed with the Internet content rendering features of Explorer.

Provisions for Scaling

Ultimate measures of scalability hinge on many inter-related hardware, software, and network issues. From the hardware perspective, Sun is regarded as having industry-tested, scalable, high-end servers. Although mechanisms differ, there are provisions in both technologies framework to achieve software scalability. The problem of scaling the number of data sources for fusion and aggregation services remains a hard problem, typically constrained by data-level complexities and human understanding not well addressed in any applicationware product. Scaling the number of concurrent sessions (users) is provided for through connection pooling, query caching, data caching, and clustering. The software scaling techniques require programming effort and engineering analysis to achieve.

Other Considerations: Optimization, Debugging, and Profiling Tools, Documentation

The maturity and ultimate usefulness of software technology should also pragmatically consider development environments, resources, and skills available needed to produce and test software for that technology. Both J2EE and .NET have extensive documentation. Support for optimization, debugging, and profiling relate more directly to the underlying programming language. There are some tools to help support runtime memory monitoring of Java applications, however, they are somewhat new and not widely used. Microsoft is able to take advantage of its widely used IDE suites.

Appendix E: Information Assurance Backgrounder

The DOD defines an Information Assurance (IA) strategy for the information systems and networks that comprise the Defense Information Infrastructure (DII). The “Joint Doctrine for Information Operations” (Joint Pub 3-13, Oct. 9, 1998) defines Information Assurance as:

“Information operations that protect and defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation. This includes providing for restoration of information systems by incorporating protection, detection, and reaction capabilities.”
IA is fundamentally different than Information Security (INFOSEC) because it requires active response to misuse or intrusion. A part of that overall approach is the implementation of a Defense-In-Depth strategy for layering technical protection, detection, and reaction capabilities. IA requires such layering activities for both the information network itself and the information transiting the infrastructure.

There are six cornerstones to building security across a web enabled platform: 

· Availability

Assurance that the data will be useable and beneficial without degradation or interruption in its service to the customer as a consequence of failures of one or more of its parts.

· Integrity

The assurance that data has not changed over time.

· Authentication 

Authentication can be an initial proof of identity can be used for security purposes. The important consideration is the strength of the guarantee of the person holding the identity to be the person they claim to be.

· Confidentiality

Data confidentiality is the actual secrecy of information as it is passed or stored. Confidentiality can include privacy of content, source and recipient, or existence.. 

· Non Repudiation

The inability of an individual to deny association with data or an activity.

An application for the elements above is access control and authorization. A good authentication system provides positive ID for access control, usually using a particular credential containing verifiable identity information. The same mechanism provides non-repudiation of the user’s access. System policies linked to a user’s identity specify a user’s authorization for system resource use.

The foundation requirement for DOD information assurance practices is Presidential Directive 63, of May 1998, which mandates “… a national effort to ensure the security of the increasingly vulnerable and interconnected infrastructure of the United States, especially the cyber-based infrastructure.” All DOD IA activities must be consistent with the “Practices for Securing Critical Information Assets,” January 2000, published by the Critical Information Assurance Office. As such, it establishes minimum standards for the DII as an element of the National Information Infrastructure (NII).

The following statutes and regulations form the core of DII IA requirements, and they further delineate the minimum requirements and standards for all US Navy information systems connected to the DII.

· Computer Security Act of 1987 (PL 100-235)

· “Security of Federal Automated Information Resources,” Appendix III, OMB Circular A-130, Management of Federal Information Resources, Feb 1996

· “Protecting Sensitive Compartmented Information Within Information Systems,” DCID 6/3 June 1999
· “Security Requirements for Automated Information Systems,” DOD Directive 5200.28, Mar 1988

· DOD Information Technology Security Certification and Accreditation Process (DITSCAP), DODINST 5200.40, Dec 1997

· “Defensive Information Operations Implementation,” CJCSI 6510.01b, Aug 1997

· “Global Information Grid,” - DOD Chief Information Officer (CIO) Guidance and Policy Memorandum No. 8-8001, March 2000, and implementing documents

· Department of the Navy Information Systems Security (INFOSEC), SECNAVINST 5239.3, Jul 1995

· Navy Information Assurance (IA) Program, OPNAVINST 5239.1B, Nov 1999

· Department of the Navy Chief Information Officer Information Technology Standards Guidance

The primary technical standards guidance for DOD IA activities is the Information Assurance Technical Framework Forum (IATFF), release 3.0, Oct 2000. The IATFF formalizes the structures within the DOD defense-in-depth architecture. It defines the nine critical security requirements areas, and the framework proposes technical standards and methods to address IA across the DII.

Additionally, all US Navy IA-technology acquisitions must comply with requirements of the ”National Policy Governing the Acquisition of Information Assurance (IA) and IA-Enabled Information technology Products,” published by the The National Secuirty Telecommunications and Information Systems Security (NSTISSC No. 11), March 1, 2000, available from http://www.nstissc.gov.

Supplementing the core IA standards framework, in a memorandum dated January 30, 1998, the Deputy Secretary of Defense endorsed a management process for a Defense-wide Information Assurance Program (DIAP). The DIAP was established to provide effective DOD oversight of the DOD’s information assurance operations and resources, creating and maintaining a DII capable of protecting DOD’s information whenever and wherever their national security missions require. It also instructed both the DISA and NSA to serve as advisors on information assurance matters for the DII.

Mandated standards identified in the Joint Technical Architecture, Unified Cryptologic Architecture, and DCID 6/3 shall apply when the corresponding function is implemented.

Further, the WEN must reside within the USN Fleet networks structure, called the Naval Integrated Information Networks (NIIN). As such the WEN must coexist within existing USN information assurance standards, as defined by OPNAV N64 and implemented by the Navy’s Program Office for Information Assurance (PMW-161).

Following practices adopted in the IATFF, all WEN activities should implement IA solutions that represent best-commercial-security-practice using devices conforming to infrastructure standards published by several organizations. SPAWAR PMW-161 supplements this basic products set with DOD specific high-assurance devices. The predominant IA security standards and practices include those published by:

· International Standards Organization/International Electrotechnical Commission (ISO/IEC) – Joint technical Committee 1, Subcommittee 27, IT security techniques 

· INTERNET Engineering Task Force (IETF), Security Working Group

· American National Standards Institute (ANSI)

· Institute of Electrical and Electronic Engineers (IEEE)

· International Computer Security Association (ICSA)

· RSA Laboratories Inc., Public Key Cryptology Standards (RSA PKCS)

· National Committee for Information Technology Standards (NCITS), Technical Committee T4, Information Security

· Center for Education and Research in Information Assurance and Security (CERIAS)

· National Institute of Standards and Technology (NIST), Information Technology Laboratory, Computer Security Division (893)

There are hundreds of specific standards published by these and other organizations relating to information assurance; therefore, this document will not include the specific standards by number. The IATFF framework document provides the best reference of technical IA information. The IATFF addresses the following key aspects:

· Protecting between communities of interest

· Protecting the network infrastructure

· Protecting the enclave boundary

· Protecting the computing environment

· Supporting infrastructures

The IATFF extensive document library is available at http://www.iatf.net.

This Page Intentionally Left Blank

Appendix F: Common Web Protocols and Standards

SMTP 
Simple Mail Transfer Protocol: SMTP provides the transfer of messages between servers and from mail clients to servers.  It is a protocol that most firewalls are configured to allow to be passed.

HTTP 
Hyper Text Transfer Protocol: HTTP is the underlying protocol used by the Internet.  HTTP defines how messages are formatted and transmitted, and the action Web servers and browsers should take in response to various commands.  For example, when you enter a URL in your browser, this actually sends an HTTP command to the Web server directing it to fetch and transmit the requested Web page.  HTTP is also a protocol that most firewalls will allow to pass information.

HTML 
Hyper Text Markup Language: HTML is the Internet standard that covers the display of information in web pages. 

DHTML 
Dynamic Hyper Text Markup Language: DHTML refers to changes in the web page each time it is viewed.

DOM
Document Object Model: The DOM is the specification for how objects are displayed in a web page.  The DOM defines what attributes are associated with each object, and how the objects and attributes can be manipulated. DHTML relies on the DOM to change the appearance of Web pages after they have been downloaded to a user's browser.

XML
Extensible Markup Language: XML separates the definition, transmission, validation, and interpretation of data between applications from the display of the data by using designer specified tags for the data.  This is a key technology for web enablement.

ebXML
Electronic Business Extensible Markup Language:  This is a rapidly stabilizing standard being chartered by the United Nations for providing standardized XML formats that follow normal business procedures and provide clear business semantics.

SOAP
Simple Object Access Protocol: SOAP provides a platform independent means for applications to communicate over the Internet by piggybacking a DOM onto HTTP to penetrate firewalls configured to accept HTTP (port 80) and FTP (port 21) requests.  It is a rapidly stabilizing industry standard that is a simple XML vocabulary running over HTTP and SMTP.  In short it can provide the means by which XML services are accessed by subscribers and developers.

UDDI
Universal Discovery and Integration Service: UDDI provides mechanisms to establish a Registry and Repository for Web objects.  It is a means by which XML services can be advertised to subscribers and/or discovered by developers.

UML
Universal Modeling Language: UML is a general purpose notational language typically used for object oriented development.  For XML centric web enablement, it provides a semantically precise method for specifying the services that are provided by a web component (application).  This UML description can be located in the Registry for designers to access.

Appendix G: Profile Categories and Technology Forecast

Table 6‑1 Information Processing Standards

Service
Area

Service

Standard
JTA 2.0 Reference

Data Management
Relational Database Management
ISO/IEC 9075: 1992 Information Technology – Database Language – SQL, as modified by FIPS PUB 127-2: June 1993, Database Language for Relational DBMSs (Entry Level SQL)

Open Data-Base Connectivity (ODBC) version 2.0

Java Database Connectivity (JDBC)

Shared Data Engineering (URL: http://diides.ncr.disa.mil/shade/)
2.2.2.2.1.3

Data Interchange
Electronic Data Interchange
FIPS PUB 161-2: May 1996, EDI

ANSI ASC X12 (( Version 4010)

ANSI HL7

ISO UN/EDIFACT
CS.2.2.4


Document Interchange
ISO 8879: 1986, Standard Generalized Markup Language (SGML) with Amendment 1, 1998
2.2.2.2.1.4.1



W3C REC-html40-19980424, Hypertext Markup Language (HTML) 4.0 Specification, revised April 1998
2.2.2.2.1.4.1



American Standard Code for Information Interchange (ASCII)
2.2.2.2.1.4.1



W3C REC-xml-19980210, Extensible Markup Language 
2.2.3.3.1


Graphics Data Interchange
ANSI/ISO/IEC 8632.1-4: 1992 (R1997);                   ISO 8632:1992 with Amendment 1: 1994 and Amendment 2: 1995 as profiled by FIPS PUB 128-2: April 1996, Computer Graphics Metafile (CGM)-Interchange format for vector graphics data
2.2.2.2.1.4.2



JPEG File Interchange Format (JFIF), Version 1.02, C-Cube Microsystems for raster graphics data encoded using the ISO/IEC 10918-1:1994, Joint Photographic Experts Group (JPEG) algorithm
2.2.2.2.1.4.2



Graphics Interchange Format (GIF), Version 89a, July 1990, CompuServe Incorporated
2.2.2.2.1.4.2


Payment/ Credit Standards
Electronic Fund Transfer (EFT)
None



Credit Card (Visa International, MasterCard International, etc.)
None


Product Data
Computer Aided Design/Computer Aided Manufacturing (CAD/CAM)


Table 6‑2: Information Transfer Standards

Service
Area

Service

Standard
JTA 2.0 Reference

Application Support
Electronic Mail
IETF Standard 10/RFC-821/RFC-1869/RFC-1870, Simple Mail Transfer Protocol (SMTP) Service Extensions, November 1995
2.3.2.1.1.1.1



IETF Standard 11/RFC-822/RFC-1049, Standard for the Format of ARPA Internet Text Messages, August 1982
2.3.2.1.1.1.1



IETF RFCs 2045-2049, Multipurpose Internet Mail Extensions (MIME) Parts 1-5, November 1996
2.3.2.1.1.1.1



IETF RFC 1767, MIME Encapsulation of EDI Objects, March 1995
None



IETF RFC-2231, MIME Parameter Value and Encoded Word Extensions: Character Sets, Languages, and Continuations, November 1997
None


Directory Services
ITU-T X.500, The Directory – Overview of Concepts, Models, and Services – Data Communication Networks Directory, 1993
2.3.2.1.1.1.2.1


Directory Access
IETF RFC-1777, Lightweight Directory Access Protocol (LDAP), March 1995
2.3.2.1.1.1.2.2



IETF RFC-2251, Lightweight Directory Access Protocol (v3), December 1997
2.3.3.1.1


Domain Name System
IETF Standard 13/RFC-1034/RFC-1035, Domain Name System (DNS), November 1987

IETF RFC-2308, Negative Caching of DNS Queries, March 1998
2.3.2.1.1.1.2.3


File Transfer
IETF Standard 9/RFC-959, File Transfer Protocol (FTP), October 1985
2.3.2.1.1.1.3

World Wide www
Hypertext Transfer Protocol
IETF RFC-2068, Hypertext Transfer Protocol – HTTP/1.1, January 1997
2.3.2.1.1.1.8.1


Uniform Resource Locator
IETF RFC-1738, Uniform Resource Locator (URL), December 1994

IETF RFC-2396 Uniform Resource Identifiers (URI): Generic Syntax, August 1998
2.3.2.1.1.1.8.2



IETF RFC-1808, Relative URL, June 1995
2.3.2.1.1.1.8.2



IETF RFC-2368, The mailto URL Scheme, July 1998
None

Transport
Transport Control Protocol (TCP)
IETF Standard 7/RFC-793, Transmission Control Protocol, September 1981
2.3.2.1.1.2.1.1



IETF RFC-2001, TCP Slow Start, Congestion Avoidance, Fast Retransmit, and Fast Recovery Algorithms, January 1997
2.3.2.1.1.2.1.1


User Datagram Protocol
IETF Standard 6/RFC-768, User Datagram Protocol (UDP), August 1980
2.3.2.1.1.2.1.2


OSI over TCP/IP
IETF Standard 35/RFC 1006, ISO Transport Service on top of the TCP, May 1987
2.3.2.1.1.2.2

Networking
Internet Protocol
IETF Standard 5/RFC-791/RFC-950/RFC-919/
RFC-922/RFC-792/RFC-1112, Internet Protocol (IP), September 1981
2.3.2.1.1.2.1.3

Facsimile
Analog Facsimile
TIA/EIA-465-A, Group 3 Facsimile Apparatus for Document Transmission, March 1995
2.3.2.1.3.1



TIA/EIA-466-A, Procedures for Document Facsimile Transmission, September 1996
2.3.2.1.3.1

Network and Systems Management
Management Protocol
IETF Standard 15/RFC-1157, Simple Network Management Protocol (SNMP), May 1990
2.3.2.4.1


Management Information
IETF Standard 16/RFC-1155/RFC-1212, Structure of Management Information, May 1990

IETF Standard 17/RFC-1213, Management Information Base (MIB), March 1991

IETF RFC-1514, Host Resources MIB, September 1993

IETF Standard 50/RFC-1643, Definitions of Managed Objects for the Ethernet-like Interface Types, July 1994

IETF RFC-1757, Remote Network Monitoring MIB, (RMON Version 1), February 1995
2.3.2.4.1



IETF RFC-2021, Remote Network Monitoring Version 2 (RMON2) MIB, January 1997

IETF RFC-1567, X.500 Directory Monitoring MIB, January 1994

IETF RFC-2248, X.500 Network Services Monitoring MIB, January 1998

IETF RFC-2249, Mail Monitoring MIB, January 1998
2.3.3.5

Table 6‑3: Information System Security Standards

Service
Area

Service

Standard
JTA 2.0 Reference

Information Processing Security
Security Protocols
ANSI ASC X12.58, X12 Security Structures (secure EDI), December 1997
None


Platform Security
FIPS PUB 112, Password Usage, May 1985
2.6.2.2.2.2.2

Information Transfer Security
Security Algorithms
FIPS PUB 186, Digital Signature Standard (DSS), May 1994
2.6.2.3.1.1.1



IETF RFC-2313, PKCS 1: RSA Encryption Version 1-5, March 1998 (public key)

IETF RFC-2315, PKCS 7: Cryptographic Message Syntax Version 1-5, March 1998

RSA Laboratories, PKCS 9, Selected Attribute Types

IETF RFC-2314, PKCS 10: Certification Request Syntax Version 1-5, March 1998
None



FIPS PUB 46-2, Data Encryption Standard (DES), December 1993 (encryption algorithm, secret key)

IETF RFC-1851, The ESP Triple DES Transform, September 1995 (encryption algorithm, secret key)
None



IETF RFC-2268, A Description of the RC2(r) Encryption Algorithm, January 1998

RSA Laboratories, RC4 encryption algorithm (secret key)

IETF RFC-2040, The RC5, RC5-CBC, RC5-CBC-Pad, and RC5-CTS Algorithms, October 1996
None



IETF RFC-1321, The MD5 Message-Digest Algorithm, April 1992
None



FIPS PUB 180-1, Secure Hash Standard (SHS) (message digest algorithm), April 1995
None

Information Transfer Security (continued)
Security Protocols
ITU-T Rec.  X.509 (ISO/IEC 9594-8.l2), Version 3, The Directory: Authentication Framework, 1993
2.6.2.3.1.1.2



Netscape Communications, Secure Sockets Layer (SSL) Version 3
None



IETF RFC-2311, Secure MIME (S/MIME) Version 2 Message Specification

IETF RFC-2312, S/MIME Version 2 Certificate Handling
None



IETF RFC-1826, IP Authentication Header (AH), August 1995

IETF RFC-1827, IP Encapsulating Security Payload (ESP), August 1995

IETF RFC-1828, IP Authorization Using Keyed MD5, August 1995
2.6.3.3.2.1



IETF Internet Draft draft-ietf-ediint-as1-08, MIME-based Secure EDI, May 1998
None

Table 6‑4: Emerging Standards

Service
Area

Service

Standard
JTA 2.0 Reference

Data Interchange
Document Interchange
W3C XML Special Interest Group (SIG) Extensible Markup Language (XML)
None

Product Data

Product Data Markup Language (PDML

STEP
None

Workflow

Requirements for providing workflow functions


Networking
Internet Protocol
IETF Internet Protocol version 6 draft standard, August 10, 1998.


Network Management
Management

Protocol
IETF proposed draft  Simple Network Management Protocol (SNMP) version 3.


Application Support
Push Technology
Www-based Push Technology
None

Information Transfer Security
Security Protocols
IETF Transport Layer Security (TLS, next generation for SSL) Working Group
None



Secure Electronic Transaction (SET) (by Visa International, MasterCard International, RSA Laboratories)
None



Smart Card Technology (for authentication, for storage of information)
None



IETF Public Key Infrastructure Exchange (PKIX) Working Group
None



IETF Internet Draft draft-ietf-ediint-as1-08.txt, MIME-based Secure EDI, May 1998.  

IETF Internet Draft draft-ietf-ediint-as2-00.txt, HTTP Transport for Secure EDI, November 1997

IETF Internet Draft draft-ietf-ediint-req-05.txt, Requirements for Inter-operable Internet EDI, July 1997
None
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Appendix H: List of Acronyms

ACID
Atomicity, Consistency, Isolation, and Durability

ACL
Access Control Lists

ADPM
Architecture Development Process Model

API
Application Program Interface

ASP
Active Server Pages

ATM
Asynchronous Transfer Mode

BAN
Base Area Network

BLII
Base Level Information Infrastructure

BPR
Business Process Reengineering

BUMED
Bureau of Medicine and Surgery

BUPERS
Bureau of Naval Personnel

C3I
Command, Control, Communications and Intelligence

CA
Certificate Authority

CAC
Common Access Card

CAN
Campus Area Network

CAPI
Cryptographic Application Program Interface

CGI
Common Gateway Interface

CINCLANTFLT
Commander in Chief, U.S. Atlantic Fleet

CIO
Chief Information Officer

CN
Common Name

COE
Common Operating Environment

COM+
Common Object Model Plus

CORBA
Common Object Request Broker Architecture

COTS
Commercial Off the Shelf

CPU
Central Processing Unit

CRL
Certificate Revocation List

CSS
Cascading Style Sheets

3DES
Triple Data Encryption Standard

DBMS
Database Management System

DCOM
Distributed Component Object Model

DHTML
Dynamic Hyper Text Markup Language

DII
Defense Information Infrastructure

DISN
Defense Information Systems Network

DMS
Defense Messaging Service

DN
Distinguished Name

DNA
Distributed Internet Architecture

DOD
Department of Defense

DOM
Document Object Model

DON
Department of the Navy

DSN
Defense Switched Network

DTD
Document Type Definition

EAF
Enterprise Architecture Framework

EJB
Enterprise Java Beans

EPOC
Electronic Piece of Cheese (Psion EPOC-16 operating System)

GIG
Global Information Grid

GUI
Graphical User Interface

HDML
Hand-Held Devise Markup Language

HI
Horizontal Integration

HTML
HyperText Markup Language

HTTP
HyperText Transfer Protocol

HTTPS
HyperText Transfer Protocol Secure

IA
Information Assurance

IATF
Information Assurance Technical Framework

ID
Identification

IE
Internet Explorer

IETF
Internet Engineering Task Force

IEEE
Institute of Electrical and Electronics Engineers

IIOP
Internet Inter ORB Protocol

IM
Information Management

INFOCON
Information Operations Condition

INFOSEC
Information Security

IP
Internet Protocol

IPG
Integrative Policy Group

IPT
Integrated Product Team

IRC
Internet Relay Chart

IT
Information Technology

IT-21
Information Technology for the 21st Century

ITI
Information Technology Infrastructure

ITIA
Information Technology Infrastructure Architecture

ITSC
Information Technology Services Center

ITSG
Information Technology Standards Guidance

J2EE
Java 2 Enterprise Edition

J2ME
JAVA 2 Micro Edition

Java
A general purpose, high-level, object-oriented, cross-platform programming language developed by Sun Microsystems [not an acronym]

JDBC
Java Database Connectivity

JMS
Java Messaging Service

JNDI
Java Naming and Directory Interface

JPEG
Joint Photographic Expert Group

JSP
Java Server Pages

JTS
Java Transaction Services

KM
Knowledge Management

LAN
Local Area Network

LANTFLT
Atlantic Fleet

LDAP
Lightweight Directory Access Protocol

LDAPS
Lightweight Directory Access Protocol Secure

MAN
Metropolitan Area Network

MILCOM
Military Communications

MIME
Multipurpose Internet Mail Extensions

MLS
Multi Level Security

MS
Microsoft

MSL
Multi Security Level

MTS
Microsoft Transaction Server

MWR
Morale, Warfare and Recreation

NAVAIR
Naval Air Systems Command

NAVSEA
Naval Sea Systems Command

NCW
Network Centric Warfare

NAVSUP
Naval Supply Systems Command

NITF
National Imagery Transmission Format

NIPRNET
Non-Secure Internet Protocol Router Network

NMCI
Navy Marine Corps Internet

NOC
Network Operations Center

NSA
National Security Agency

NTCSS
Navy Tactical Combat Support System

NVI
Naval Virtual Internet

ODBC
Open Database Connectivity

OMG
Open Management Group

OPNAV
Office of the Chief of Naval Operations

OPSEC
Operations Security

ORB
Object Request Broker

OS
Operating System

PDA
Personal Digital Assistant

PDF
Portable Document Format

PITN
Primary Information Transfer Node

PKI
Public Key Infrastructure

PVP
Permanent Virtual Path

RBA
Revolution in Business Affairs

RDBMS
Relational Database Management System

RDF
Resource Description Framework

RMA
Revolution in Military Affairs

RMI
Remote Method Invocation

RPC
Remote Procedure Calls

RSA
Rivest, Shamir, & Adleman (public key encryption technology) 

RSS
(RDF|Rich) Site Summary

S/MIME
Secure/Multipurpose Internet Mail Extensions

SDP
Service Delivery Point

SGML
Standard Generalized Markup Language

SIPRNET
Secure Internet Protocol Router Network

SLA
Service Level Agreements

SME
Subject Matter Expert

SMTP
Simple Message Transfer Protocol

SOAP
Simple Object Access Protocol

SPAWAR
Space and Naval Warfare Systems Command

SQL
Structured Query Language

SSC
SPAWAR Systems Center

SSL
Secure Sockets Layer

TCP
Transmission Control Protocol

TFW
Task Force W

UIC
Unit Identification Code

URL
Universal Record Locator

VBA
Visual Basic for Applications

VCNO
Vice Chief of Naval Operations

VIG
Virtual Interest Group

VPN
Virtual Private Network

VTC
Video Teleconference

W3C
World Wide Web Consortium

WAN
Wide Area Network

WAP
Wireless Application Protocol

WEN
Web Enabled Navy

WML
Wireless Markup Language

XML
Extensible Markup Language

XSL                        Extensible Stylesheet Language

















































� C4ISR Architecture Working Group, 18 December 1997, C4ISR Architecture Framework Version 2.0, � HYPERLINK http://www.c3i.osd.mil/org/cio/i3/awg-digital_library ��http://www.c3i.osd.mil/org/cio/i3/awg-digital_library� Department of Defense, Washington, DC.


� Joint Electronic Commerce Program Office (JECPO), DoD Electronic Business/Electronic Commerce (EB/EC) Architecture Version 3.0, � HYPERLINK http://eblibrary.hq.dla.mil/EBECArch.html ��http://eblibrary.hq.dla.mil/EBECArch.html�, Department of Defense, Washington, D.C.


� Electronic Business Extensible Markup Language (ebXML) Organization, � HYPERLINK http://www.ebxml.org ��http://www.ebxml.org�  


� United Nations body for Trade Facilitation and Electronic Business (UN/CEFACT), � HYPERLINK http://www.unece.org/cefact ��http://www.unece.org/cefact� 


� Organization for the Advancement of Structured Information Standards (OASIS), � HYPERLINK http://www.oasis-open.org ��http://www.oasis�open.org� 


� Federally-approved ICs may be viewed at :http://www.antd.nist.gov/fededi


� DoD-approved ICs may be viewed at :http://www-edi.itsi.disa.mil.
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